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# Sharp Corner Functions for Mindlin Plates 

Transverse displacement and rotation eigenfunctions for the bending of moderately thick plates are derived for the Mindlin plate theory so as to satisfy exactly the differential equations of equilibrium and the boundary conditions along two intersecting straight edges. These eigenfunctions are in some ways similar to those derived by Max Williams for thin plates a half century ago. The eigenfunctions are called "corner functions," for they represent the state of stress currently in sharp corners, demonstrating the singularities that arise there for larger angles. The corner functions, together with others, may be used with energy approaches to obtain accurate results for global behavior of moderately thick plates, such as static deflections, free vibration frequencies, buckling loads, and mode shapes. Comparisons of Mindlin corner functions with those of thin-plate theory are made in this work, and remarkable differences are found. [DOI: 10.1115/1.1795221]

## Introduction

The existence of stress singularities in sharp corners of loaded plates has been well known for more than a century. The nature of these singularities was carefully studied by Williams [1,2] for thin plates in bending, and for the plane stress and plane strain problems of two-dimensional elasticity, all of them relating to the biharmonic differential equation. Williams investigated all combinations of boundary conditions along the intersecting edges; for plate bending, these were for clamped, simply supported, and free edges. He derived the eigenfunctions that satisfied the biharmonic equation and the boundary conditions along the edges and, thus, at the sharp corner of intersection.

These eigenfunctions, which may be called "corner functions," have been found to be very useful in solving problems involving the overall behavior of plates. For example, free vibrations of circular sectorial plates having reentrant corners or V-notches [3-5], of cantilevered skew plates [6,7], and of rhombic plates [ 8,9 ] have been studied using these functions. Transverse deflections of statically loaded plates, or bifurcation buckling of them, could equally well be analyzed with the functions; but to the authors' knowledge they have not yet been. Mathematically complete sets of other functions (trigonometric and algebraic) are added to the corner functions to effect accurate solutions by means of an energy approach-the Ritz method, in the case of the free vibration problems.

It is well known that at least shear deformation and rotary inertia effects need to be considered if the plate is moderately thick or if the higher free vibration frequencies of thin plates are needed (cf. Leissa, [10]). Thus, it is desirable to have corner functions that consider the shear deformation, as well as the bending deformation, inherently. These may be used when sharp corners containing bending and/or transverse shear stress singularities are present to solve not only free vibration problems, but also static deflection and buckling problems for moderately thick plates. Haggblad and Bathe [11] examined the stress singularities near a corner for the case of two intersecting simply supported edges, as a part of a more general study of boundary layer behavior of a Reissner/ Mindlin plate theory in choosing proper mesh sizes near edges when using finite elements. The purpose of the present work is to

[^1]derive the corner functions for all types of intersecting edge conditions that may be encountered or closely approached in physical situations and to compare them with those that have been used for the thin plate theory.

## Governing Equations of the Mindlin Theory

The well-known Mindlin theory assumes displacement components in the form [12-14]

$$
\begin{gather*}
u_{r}(r, \theta, z)=z \phi_{r}(r, \theta) \\
u_{\theta}(r, \theta, z)=z \phi_{\theta}(r, \theta)  \tag{1}\\
w(r, \theta, z)=w(r, \theta)
\end{gather*}
$$

in polar coordinates where $u_{r}$ and $u_{\theta}$ are radial and circumferential components in the midplane, respectively, and $w$ is transverse. Thus, $\phi_{r}$ and $\phi_{\theta}$ are rotations of normals to the midplane due to bending. The transverse shear strains are implicitly present as the differences between the total slopes $[\partial w / \partial r,(1 / r) \partial w / \partial \theta]$ of the deformed middle surface and the bending rotations.

The governing equations of equilibrium for a plate in polar coordinates are expressed in terms of moment resultants $M_{r}, M_{\theta}$, and $M_{r \theta}$ and shear force resultants $Q_{r}$ and $Q_{\theta}$ as

$$
\begin{gather*}
\frac{\partial M_{r}}{\partial r}+\frac{1}{r} \frac{\partial M_{r \theta}}{\partial \theta}+\frac{M_{r}-M_{\theta}}{r}-Q_{r}=0 \\
\frac{\partial M_{r \theta}}{\partial r}+\frac{1}{r} \frac{\partial M_{\theta}}{\partial \theta}+\frac{2}{r} M_{r \theta}-Q_{\theta}=0  \tag{2}\\
\frac{\partial Q_{r}}{\partial r}+\frac{1}{r} \frac{\partial Q_{\theta}}{\partial \theta}+\frac{1}{r} Q_{r}=0
\end{gather*}
$$

The resultants are related to the bending rotations and transverse displacement by

$$
\begin{gather*}
M_{r}=D\left[\frac{\partial \phi_{r}}{\partial r}+\frac{\nu}{r}\left(\phi_{r}+\frac{\partial \phi_{\theta}}{\partial \theta}\right)\right] \\
M_{\theta}=D\left[\frac{1}{r}\left(\phi_{r}+\frac{\partial \phi_{\theta}}{\partial \theta}\right)+\nu \frac{\partial \phi_{r}}{\partial r}\right] \\
M_{r \theta}=\frac{(1-\nu) D}{2}\left[\frac{1}{r}\left(\frac{\partial \phi_{r}}{\partial \theta}-\phi_{\theta}\right)+\frac{\partial \phi_{\theta}}{\partial r}\right]  \tag{3}\\
Q_{r}=\kappa^{2} G h\left(\phi_{r}+\frac{\partial w}{\partial r}\right)
\end{gather*}
$$

$$
Q_{\theta}=\kappa^{2} G h\left(\phi_{\theta}+\frac{1}{r} \frac{\partial w}{\partial \theta}\right)
$$

In Eq. (3) $D=E h^{3} / 12\left(1-\nu^{2}\right)$ is the flexural rigidity, where $E$ is

Young's modulus, $h$ is the plate thickness, and $\nu$ is the Poisson ratio. In addition, $G=E / 2(1+\nu)$ is the shear modulus and $\kappa^{2}$ $=\pi^{2} / 12$ [12] is the shear correction factor. Substituting Eq. (3) into Eq. (2) yields

$$
\begin{gather*}
\frac{D}{2}\left[(1-\nu)\left(\frac{\partial^{2} \phi_{r}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi_{r}}{\partial r}-\frac{\phi_{r}}{r^{2}}-\frac{2}{r^{2}} \frac{\partial \phi_{\theta}}{\partial \theta}+\frac{1}{r^{2}} \frac{\partial^{2} \phi_{r}}{\partial \theta^{2}}\right)+(1+\nu)\left(\frac{\partial^{2} \phi_{r}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi_{r}}{\partial r}-\frac{\phi_{r}}{r^{2}}-\frac{1}{r^{2}} \frac{\partial \phi_{\theta}}{\partial \theta}+\frac{1}{r} \frac{\partial^{2} \phi_{\theta}}{\partial r \partial \theta}\right)\right]-\kappa^{2} G h\left(\phi_{r}+\frac{\partial w}{\partial r}\right)=0 \\
\frac{D}{2}\left[(1-\nu)\left(\frac{\partial^{2} \phi_{\theta}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi_{\theta}}{\partial r}-\frac{\phi_{\theta}}{r^{2}}+\frac{1}{r^{2}} \frac{\partial^{2} \phi_{\theta}}{\partial \theta^{2}}+\frac{2}{r^{2}} \frac{\partial \phi_{r}}{\partial \theta}\right)+(1+\nu)\left(\frac{1}{r^{2}} \frac{\partial^{2} \phi_{\theta}}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial^{2} \phi_{r}}{\partial r \partial \theta}+\frac{1}{r^{2}} \frac{\partial \phi_{r}}{\partial \theta}\right)\right]-\kappa^{2} G h\left(\phi_{\theta}+\frac{1}{r} \frac{\partial w}{\partial \theta}\right)=0  \tag{4}\\
\kappa^{2} G h\left(\frac{\partial \phi_{r}}{\partial r}+\frac{\phi_{r}}{r}+\frac{1}{r} \frac{\partial \phi_{\theta}}{\partial \theta}-\frac{\partial^{2} w}{\partial r^{2}}-\frac{1}{r} \frac{\partial w}{\partial r}-\frac{1}{r^{2}} \frac{\partial^{2} w}{\partial \theta^{2}}\right)=0
\end{gather*}
$$

## General Solutions and Boundary Conditions

To obtain solutions of Eq. (4), the bending rotations and transverse displacement of the Mindlin plate are assumed as

$$
\begin{gathered}
\phi_{r}(r, \theta)=r^{\lambda} \Psi_{r}(\theta) \\
\phi_{\theta}(r, \theta)=r^{\lambda} \Psi_{\theta}(\theta) \\
w(r, \theta)=r^{\Lambda+1} F_{z}(\theta)
\end{gathered}
$$

where the eigenvalues $\lambda$ and $\bar{\lambda}$ are generally complex numbers, and $\Psi_{r}, \Psi_{\theta}$, and $F_{z}$ are functions of $\theta$ only.

Consider now the explicit forms of $\Psi_{r}, \Psi_{\theta}$, and $F_{z}$. Equation (5) is inserted into the equilibrium equations (4). This yields a system of three simultaneous ordinary differential equations in terms of three unknown functions $\Psi_{r}, \Psi_{\theta}$, and $F_{z}$ as follows:

$$
\begin{gather*}
D\left\{(1-\nu)\left[\Psi_{r}^{\prime \prime}+\left(\lambda^{2}-1\right) \Psi_{r}-2 \Psi_{\theta}^{\prime}\right]+(1+\nu)\left[\left(\lambda^{2}-1\right) \Psi_{r}+(\lambda-1) \Psi_{\theta}^{\prime}\right]-2 \kappa^{2} G h\left[r^{2} \Psi_{r}+(\lambda+1) r^{\Lambda-\lambda+2} F_{z}\right]\right\}=0 \\
D\left\{(1-\nu)\left[\Psi_{\theta}^{\prime \prime}+\left(\lambda^{2}-1\right) \Psi_{\theta}+2 \Psi_{r}^{\prime}\right]+(1+\nu)\left[\left(\Psi_{\theta}^{\prime \prime}+(\lambda+1) \Psi_{r}^{\prime}\right]-2 \kappa^{2} G h\left(r^{2} \Psi_{\theta}+r^{\Lambda-\lambda+2} F_{z}^{\prime}\right)\right\}=0\right.  \tag{6}\\
F_{z}^{\prime \prime}+(\bar{\lambda}+1)^{2} F_{z}-r^{\lambda-\bar{\Lambda}}\left[(\lambda+1) \Psi_{r}+\Psi_{\theta}^{\prime}\right]=0
\end{gather*}
$$

where the primes indicate derivatives with respect to $\theta$. It should be pointed out that the variable $r$ is still present since the shear terms involving $r^{2}, r^{\bar{\Lambda}-\lambda+2}$, and $r^{\lambda-\bar{\lambda}}$ appear in Eq. (6). However, in the immediate neighborhood of the vertex (i.e., as $r \rightarrow 0$ ), these terms vanish when compared to other terms in Eq. (6), provided that $\lambda-2<\bar{\lambda}<\lambda$ and the displacements and slopes are bounded. This is a key point in this derivation. No attempt is being made here to obtain solutions of Eq. (6) that are valid for all values of $r$. Instead, corner functions are being derived that satisfy Eq. (6) and boundary conditions exactly only at the corner $(r=0)$. As described earlier in the Introduction, the value of such functions is that they account for the stress singularities exactly in the corner when used with additional smooth functions to solve problems by an energy method, thereby accelerating considerably the convergence of the solutions (e.g., free vibration frequencies) toward the exact values as more terms are added. Thus, Eq. (6) reduces to

$$
\begin{align*}
&(1-\nu)\left[\Psi_{r}^{\prime \prime}+\left(\lambda^{2}-1\right) \Psi_{r}-2 \Psi_{\theta}^{\prime}\right]+(1+\nu)\left[\left(\lambda^{2}-1\right) \Psi_{r}\right. \\
&\left.+(\lambda-1) \Psi_{\theta}^{\prime}\right]=0 \\
&(1-\nu)\left[\Psi_{\theta}^{\prime \prime}+\left(\lambda^{2}-1\right) \Psi_{\theta}+2 \Psi_{r}^{\prime}\right]+(1+\nu)\left[\Psi_{\theta}^{\prime \prime}+(\lambda+1) \Psi_{r}^{\prime}\right]=0 \tag{7b}
\end{align*}
$$

$$
\begin{equation*}
F_{z}^{\prime \prime}+(\bar{\lambda}+1)^{2} F_{z}=0 \tag{7c}
\end{equation*}
$$

Differentiating Eq. (7a) with respect to $\theta$ and rearranging the result, the following equation is obtained:

$$
\begin{equation*}
(1-\nu) \Psi_{r}^{\prime \prime \prime \prime}+2\left(\lambda^{2}-1\right) \Psi_{r}^{\prime}+[\lambda(1+\nu)-3+\nu] \Psi_{\theta}^{\prime \prime}=0 \tag{8}
\end{equation*}
$$

From Eq. (7b),

$$
\begin{equation*}
\Psi_{r}^{\prime}=-\frac{1}{\lambda(1+\nu)+3-\nu}\left[2 \Psi_{\theta}^{\prime \prime}+(1-\nu)\left(\lambda^{2}-1\right) \Psi_{\theta}\right] \tag{9}
\end{equation*}
$$

and substituting this into Eq. (8) yields

$$
\begin{equation*}
\Psi_{\theta}^{I V}+\left[(\lambda+1)^{2}+(\lambda-1)^{2}\right] \Psi_{\theta}^{\prime \prime}+(\lambda+1)^{2}(\lambda-1)^{2} \Psi_{\theta}=0 \tag{10}
\end{equation*}
$$

The general solution of the above equation is found to be

$$
\begin{align*}
\Psi_{\theta}(\theta)= & A \cos (\lambda+1) \theta+B \sin (\lambda+1) \theta+C \cos (\lambda-1) \theta \\
& +D \sin (\lambda-1) \theta \tag{11}
\end{align*}
$$

where $A, B, C$, and $D$ are arbitrary constants. It should be noted that the above solution is not valid for $\lambda=0$ or $\lambda= \pm 1$ because for such eigenvalues, the general solution of Eq. (10) is not in the form given by Eq. (11).

The function $\Psi_{r}$ is determined by back substitution of Eq. (11) into (9) and integration of the resulting equation. That is,

$$
\begin{align*}
\Psi_{r}(\theta)= & A \sin (\lambda+1) \theta-B \cos (\lambda+1) \theta+\gamma C \sin (\lambda-1) \theta \\
& -\gamma D \cos (\lambda-1) \theta \tag{12}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma=\frac{\lambda(1+\nu)-3+\nu}{\lambda(1+\nu)+3-\nu} \tag{13}
\end{equation*}
$$

The solution $F_{z}$ of Eq. (7c) is

$$
\begin{equation*}
F_{z}(\theta)=G \sin (\bar{\lambda}+1) \theta+H \cos (\bar{\lambda}+1) \theta \tag{14}
\end{equation*}
$$

where $G$ and $H$ are also arbitrary constants.
Consequently, by introducing Eqs. (11), (12), and (14) into Eq. (5), the following solutions for bending rotations and transverse displacement are obtained:

$$
\begin{align*}
& \phi_{r}(r, \theta)= r^{\lambda}[A \sin (\lambda+1) \theta-B \cos (\lambda+1) \theta+\gamma C \sin (\lambda-1) \theta \\
&-\gamma D \cos (\lambda-1) \theta]  \tag{15a}\\
& \phi_{\theta}(r, \theta)= r^{\lambda}[A \cos (\lambda+1) \theta+B \sin (\lambda+1) \theta+C \cos (\lambda-1) \theta \\
&+D \sin (\lambda-1) \theta]  \tag{15b}\\
& w(r, \theta)=r^{\lambda+1}[G \sin (\bar{\lambda}+1) \theta+H \cos (\bar{\lambda}+1) \theta] \tag{15c}
\end{align*}
$$

where the characteristic values $\lambda$ and $\bar{\lambda}$ are determined from the boundary conditions along the radial edges.

Since the circumferential edge condition away from the vertex of the sharp corner does not influence stress behavior within a sufficiently small neighborhood of the vertex, only support conditions along the radial edge are considered. Boundary conditions along the radial edge $\theta=\theta_{0}$ (a constant) are characterized as one of following four cases.

1. Free radial edge. In Mindlin plate theory, the bending moment, twisting moment, and shear force must all vanish so that

$$
\begin{equation*}
M_{\theta}\left(r, \theta_{0}\right)=M_{r \theta}\left(r, \theta_{0}\right)=Q_{\theta}\left(r, \theta_{0}\right)=0 \tag{16}
\end{equation*}
$$

2. Simply supported radial edge. There are two possible ways of enforcing simply supported conditions in Mindlin plate theory:
a. Condition $S$. For the first simply supported condition,

$$
\begin{equation*}
M_{\theta}\left(r, \theta_{0}\right)=\phi_{r}\left(r, \theta_{0}\right)=W\left(r, \theta_{0}\right)=0 \tag{17a}
\end{equation*}
$$

b. Conditions $S^{*}$. For the second simply supported boundary condition,

$$
\begin{equation*}
M_{\theta}\left(r, \theta_{0}\right)=M_{r \theta}\left(r, \theta_{0}\right)=W\left(r, \theta_{0}\right)=0 \tag{17b}
\end{equation*}
$$

3. Clamped radial edge. For this type of support condition,

$$
\begin{equation*}
\phi_{r}\left(r, \theta_{0}\right)=\phi_{\theta}\left(r, \theta_{0}\right)=w\left(r, \theta_{0}\right)=0 \tag{18}
\end{equation*}
$$

## Characteristic Equations and Corner Functions

In this section the procedure of deriving characteristic equations for $\lambda$ and $\bar{\lambda}$ and the associated corner functions is demonstrated in the case where both radial edges are simply supported. Here, Mindlin simply supported conditions along the radial edges $\theta= \pm \alpha / 2$ are defined such that the circumferential moment, tangential rotation, and transverse displacement all vanish (i.e., condition $S$ ). Because of the symmetry of the edge conditions with respect to $\theta=0$ the displacement components $\phi_{r}, \phi_{\theta}$, and $w$ may be divided into symmetric and antisymmetric parts.

For the symmetric case, when the even functions of $\theta$ in Eqs. (15a) and (15c) and the odd functions of $\theta$ in Eq. (15b), that is $A=C=G=0$, are inserted into the boundary conditions (Eqs. (17a)) a set of algebraic equations for $B, D$, and $H$ are obtained,

$$
\begin{gather*}
\lambda(1-\nu) B \cos \frac{(\lambda+1) \alpha}{2}-\hat{\gamma} D \cos \frac{(\lambda-1) \alpha}{2}=0  \tag{19a}\\
-B \cos \frac{(\lambda+1) \alpha}{2}-\gamma D \cos \frac{(\lambda-1) \alpha}{2}=0  \tag{19b}\\
H \cos \frac{(\bar{\lambda}+1) \alpha}{2}=0 \tag{19c}
\end{gather*}
$$

where $\hat{\gamma}=\gamma(\nu \lambda+1)-(\lambda-1)$. For a nontrivial solution, the determinant of the coefficients of Eqs. $(19 a)-(19 c)$ must vanish. That is,

$$
\left|\begin{array}{ccc}
\lambda(1-\nu) \cos \frac{(\lambda+1) \alpha}{2} & -\hat{\gamma} \cos \frac{(\lambda-1) \alpha}{2} & 0  \tag{20}\\
-\cos \frac{(\lambda+1) \alpha}{2} & -\gamma \cos \frac{(\lambda-1) \alpha}{2} & 0 \\
0 & 0 & \cos \frac{(\bar{\lambda}+1) \alpha}{2}
\end{array}\right|=0
$$

After expanding and simplifying Eq. (20) the resulting characteristic equations for $\lambda$ and $\bar{\lambda}$ are, respectively,

$$
\begin{align*}
& \cos \alpha=-\cos \lambda \alpha  \tag{21}\\
& \cos \frac{(\bar{\lambda}+1) \alpha}{2}=0
\end{align*}
$$

From Eq. (19b), the relationship between $B$ and $D$ is

$$
\begin{equation*}
\frac{B}{D}=-\frac{\gamma \cos \frac{(\lambda-1) \alpha}{2}}{\cos \frac{(\lambda+1) \alpha}{2}} \tag{22}
\end{equation*}
$$

Similarly, for the antisymmetric case, when coefficients $B, D$, and $H$ are set to zero in Eqs. $(15 a)-(15 c)$, the characteristic equations for $\lambda$ and $\bar{\lambda}$ are

$$
\begin{align*}
& \cos \alpha=\cos \lambda \alpha  \tag{23}\\
& \sin \frac{(\bar{\lambda}+1) \alpha}{2}=0
\end{align*}
$$

and the $A$ are related to $C$ by

$$
\begin{equation*}
\frac{A}{C}=-\frac{\gamma \sin \frac{(\lambda-1) \alpha}{2}}{\sin \frac{(\lambda+1) \alpha}{2}} \tag{24}
\end{equation*}
$$

As a result, upon combining Eqs. (21) and (23), the characteristic equations for Mindlin plates, which are simply supported (condition $S$ ) along both intersecting, radial edges are

$$
\begin{gather*}
\cos \alpha=\mp \cos \lambda \alpha  \tag{25a}\\
\sin (\bar{\lambda}+1) \alpha=0 \tag{25b}
\end{gather*}
$$

in which Eq. (25a) is exactly the same as the characteristic equations for thin sectorial plates with simply supported radial edges [1], and Eq. (25b) is additional for the transverse shear stress resultant. There are an infinite number of real roots, (i.e., eigenvalues, $\lambda$ and $\bar{\lambda}$ ) of Eqs. (25). Corresponding to each $\lambda$ and $\bar{\lambda}$, eigenfunctions $\phi_{r}, \phi_{\theta}$, and $w$ are the desired corner functions, obtained by substituting Eqs. (22) and (24) back into Eqs. (15a) and $(15 b)$.

Using the sets of boundary conditions given by Eqs. (16)-(18) and following the same procedure, characteristic equations for $\lambda$ and $\bar{\lambda}$ and corner functions can be derived for Mindlin plate theory for arbitrary boundary conditions along the two intersecting edges. Table 1 summarizes the characteristic equations for all ten possible combinations of boundary conditions. It is found that the first of the two equations shown in Table 1 for both edges simply supported ( S ) is identical to that arising from thin plate theory, but all other cases yield equations that are significantly different. As described above, the second characteristic equation for transverse shear stress resultants in each case, which is accounting for the transverse shear stress, does not arise in thin plate theory. In the Appendix, the Mindlin corner functions for the different combinations of free, simply supported ( S and $\mathrm{S}^{*}$ ), and clamped radial edge conditions are summarized.

Table 1 Characteristic equations of $\lambda_{k}$ and $\boldsymbol{\lambda}_{\boldsymbol{k}}$ for different boundary conditions based on Mindlin plate theory

| Boundary Condition |  |  |
| :---: | :---: | :---: |
| $\theta=0$ | $\theta=\alpha$ | Characteristic equation |
| Clamped | Clamped | $\sin \lambda_{k} \alpha= \pm\left(\frac{1+\nu}{3-\nu}\right) \lambda_{k} \sin \alpha, \quad \sin \left(\bar{\lambda}_{k}+1\right) \alpha=0$ |
| Clamped | Simply supported (S) | $\sin 2 \lambda_{k} \alpha=-\left(\frac{1+\nu}{3-\nu}\right) \lambda_{k} \sin 2 \alpha, \quad \sin \left(\bar{\lambda}_{k}+1\right) \alpha=0$ |
| Clamped | Simply supported ( ${ }^{*}$ ) | $\sin ^{2} \lambda_{k} \alpha=\frac{4-(1+\nu)^{2} \lambda_{k}^{2} \sin ^{2} \alpha}{(3-\nu)(1+\nu)}, \quad \sin \left(\bar{\lambda}_{k}+1\right) \alpha=0$ |
| Clamped | Free | $\sin ^{2} \lambda_{k} \alpha=\frac{4-(1+\nu)^{2} \lambda_{k}^{2} \sin ^{2} \alpha}{(3-\nu)(1+\nu)}, \quad \cos \left(\bar{\lambda}_{k}+1\right) \alpha=0$ |
| Simply supported (S) | Simply supported (S) | $\cos \lambda_{k} \alpha=\mp \cos \alpha, \sin \left(\bar{\lambda}_{\underline{k}}+1\right) \alpha=0$ |
| Simply supported (S) | Simply supported ( $\mathrm{S}^{*}$ ) | $\sin 2 \lambda_{k} \alpha=\lambda_{k} \sin 2 \alpha, \sin \left(\underline{\lambda}_{k}+1\right) \alpha=0$ |
| Simply supported (S) | Free | $\sin 2 \lambda_{k} \alpha=\lambda_{k} \sin 2 \alpha, \cos \left(\bar{\lambda}_{k}+1\right) \alpha=0$ |
| Simply supported ( $\mathrm{S}^{*}$ ) | Simply supported (S*) | $\sin \lambda_{k} \alpha=\mp \lambda_{k} \sin \alpha, \sin \left(\bar{\lambda}_{k}+1\right) \alpha=0$ |
| Simply supported ( $\mathrm{S}^{*}$ ) | Free | $\sin \lambda_{k} \alpha=\mp \lambda_{k} \sin \alpha, \cos \left(\bar{\lambda}_{k}+1\right) \alpha=0$ |
| Free | Free | $\sin \lambda_{k} \alpha=\mp \lambda_{k} \sin \alpha, \sin \left(\bar{\lambda}_{k}+1\right) \alpha=0$ |

## Discussion of Stress Singularities at Reentrant Corners of Mindlin Plates

When the displacement functions given in Eq. (5) are substituted into Eq. (3), the bending and twisting moment resultants are written as

$$
\begin{gather*}
M_{r}=D r^{\lambda-1}\left[(\lambda+\nu) \Psi_{r}+\nu \frac{\partial \Psi_{\theta}}{\partial \theta}\right] \\
M_{\theta}=D r^{\lambda-1}\left[(\nu \lambda+1) \Psi_{r}+\frac{\partial \Psi_{\theta}}{\partial \theta}\right]  \tag{26}\\
M_{r \theta}=\frac{(1-\nu) D}{2} r^{\lambda-1}\left[(\lambda-1) \Psi_{\theta}+\frac{\partial \Psi_{r}}{\partial \theta}\right]
\end{gather*}
$$

and the transverse shear stress resultants become

$$
\begin{gather*}
Q_{r}=\kappa^{2} G h r^{\Sigma}\left[\Psi_{r}+(\bar{\lambda}+1) F_{z}\right]  \tag{27}\\
Q_{\theta}=\kappa^{2} G h r^{\Sigma}\left(\Psi_{\theta}+\frac{\partial F_{z}}{\partial \theta}\right)
\end{gather*}
$$

where the functions $\Psi_{r}, \Psi_{\theta}$, and $F_{z}$ are presented in Eqs. (11), (12), and (14). It can be recognized from Eq. (26) that the bending moments $M_{r}, M_{\theta}$, and $M_{r \theta}$ at the vertex $(r=0)$ of intersecting straight edges, according to the Mindlin theory, vary identically to those found for classical thin plate theory, namely, an $r^{\lambda-1}$-type singularity for $0<\lambda<1$. The transverse shear forces $Q_{r}$ and $Q_{\theta}$ (Eqs. (27)) near $r=0$ of Mindlin theory vary as $r^{\bar{\lambda}}$ when -1 $<\bar{\lambda}<0$. For $\lambda>1$ and $\bar{\lambda}>0$, no singular moments and shear forces exist at the vertex of intersecting edges according to the Mindlin theory. Characteristic values of $\lambda<0$ for the rotations $\phi_{r}$ and $\phi_{\theta}$ and $\bar{\lambda}<-1$ for transverse displacement $w$ also exist, but are not used. For such values the displacement components [see Eqs. (15)] become infinite at $r=0$, which is not acceptable in the physical sense.

Figure 1 shows a plot of the minimum real parts of $\lambda$ as function of $\alpha$ arising from the characteristic equations shown in Table 1. In constructing Fig. 1 the Poisson ratio $\nu$ has been set to 0.3 . The cusps arise in the curves because only the minimum roots are shown. A study of Fig. 1 reveals that for vertex angles $(\alpha)$ between 180 and 360 deg, all the cases considered have the bending and twisting moment singularities; that is, Eq. (26) shows that this occurs when $\lambda<1$. On the other hand, regardless of the radial edge conditions of the Mindlin sectorial plates, there is no moment singularity if the vertex angle $\alpha$ is less than 63 deg. The moment singularities are present at $\alpha>90$ deg for simply supported (S)


Fig. 1 Variation of minimum values of $\operatorname{Re}(\lambda)$ with vertex angle $\alpha$ based on Mindlin plate theory ( $v=0.3$ )


Fig. 2 Variation of minimum values of $\bar{\lambda}$ with vertex angle $\alpha$ based on Mindlin plate theory (all $\nu$ )
(Case 1) and clamped-simply supported (S) (Case 4) radial edges, whereas the singular moments exist at $\alpha>180$ deg for free-free (Case 5) and clamped-clamped (Case 6) radial edges. For the clamped-free (Case 2) and simply supported (S)-free (Case 3) radial edges, the moment singularities exist at $\alpha>63 \mathrm{deg}$ and $\alpha>128$ deg, respectively. In all the cases except Case 1, the strength of the moment singularity at the vertex of the Mindlin sectorial plates increases with increasing $\alpha$. When $\alpha=360$ deg (i.e., radial line crack), the orders of the moment singularities at the tip of the crack are $r^{-1 / 2}$ for Cases 5 and $6, r^{-3 / 4}$ for Cases $2-4$, and $r^{-1}$ for Case 1.

The minimum values of $\bar{\lambda}$ given in Table 1 are presented in Fig. 2 as a function of vertex angle $\alpha$. Here, the values of $\bar{\lambda}$ are independent of the Poisson ratio $\nu$. According to Eq. (27), transverse shear force singularities occur when $\bar{\lambda}<0$. Figure 2 shows clearly that the strength of this singularity at the vertex of the Mindlin sectorial plates increases monotonically with increasing $\alpha$. The


Fig. 3 Variation of minimum values of $\operatorname{Re}\left(\lambda_{k}\right)$ with vertex angle $\alpha$ based on classical plate theory $(v=0.3)$
singular shear forces exist at $\alpha>180$ deg for Case 1 (which includes simply supported (S), clamped-simply supported (S), freefree, and clamped-clamped radial edges). For Case 2 (which includes clamped-free and simply supported (S)-free radial edges) the singular shear forces arise at $\alpha>90$ deg. When $\alpha=360 \mathrm{deg}$, the orders of the shear force singularities at the tip of the crack are $r^{-1 / 2}$ for Case 1, and $r^{-3 / 4}$ for Case 2. It appears, from Figs. 1 and 2 , that for the vertex angles greater than 180 deg, all the cases, regardless of radial edge conditions, have singular moments and transverse shear forces. For clamped-free radial edges, both moment and transverse shear force singularities arise when $\alpha>90$ deg, whereas those singularities on the simply supported (S)-free radial edges are introduced when $\alpha>128$ deg.

In order to demonstrate the types of moment and transverse shear force singularities obtained from the foregoing analysis, calculations are made for characteristic values in the case where the radial edges are both simply supported (S). Here, the characteristic equations for $\lambda$ and $\bar{\lambda}$ [see Eqs. (25)] have closed form, exact solutions. These are, for moments,

$$
\begin{cases}\lambda_{p}=\frac{p \pi}{\alpha}-1, \quad(p=1,2,3, \ldots) & \text { for } 0 \operatorname{deg} \leqslant \alpha \leqslant 180 \mathrm{deg}  \tag{28}\\ \lambda_{q}=\frac{q \pi}{\alpha}+1, \quad(q=-1,1,2, \ldots) & \text { for } 180 \operatorname{deg} \leqslant \alpha \leqslant 360 \mathrm{deg}\end{cases}
$$

and for the transverse shear forces,

$$
\begin{equation*}
\bar{\lambda}_{s}=\frac{s \pi}{\alpha}-1, \quad(s=1,2,3, \ldots) \quad \text { for all } \alpha \tag{29}
\end{equation*}
$$

It is clear from Eqs. (28) and (29) that the orders of bending and twisting moments are $r^{\pi / \alpha-2}$ for $0 \operatorname{deg} \leqslant \alpha \leqslant 180$ deg and $r^{-\pi / \alpha}$ for $180 \mathrm{deg} \leqslant \alpha \leqslant 360 \mathrm{deg}$, while the order of transverse shear forces is $r^{\pi / \alpha-1}$ for all $\alpha$.

## Comparisons of Classical and Mindlin Plate Singularities

One would think that the results from a moderately thick plate theory, such as that of Mindlin, would be similar to those of the classical (thin) plate theory and would approach them as the thickness ratio becomes small. But such is not the case with the moment singularities considered above. Not only do the Mindlin characteristic equations (Table 1) not contain a thickness ratio, but, except for the plate having the intersecting edges both simply supported (S), the characteristic equations are significantly different. These equations for the thin plate theory are available in the paper by Leissa et al. [3].

To permit direct comparison with the eigenvalues $(\lambda)$ shown in Fig. 1, the corresponding eigenvalues of thin plate theory are shown in Fig. 3, which are the roots of their characteristic equations. One sees, for example, that Case $1(\mathrm{~S}-\mathrm{S})$ is the same curve in both figures, as it should be, arising from the same characteristic equation. But one sees also that Case $5\left(\mathrm{~F}-\mathrm{F}, \mathrm{S}^{*}-\mathrm{S}^{*}, \mathrm{~S}^{*}-\mathrm{F}\right)$ of Mindlin plate theory has the same curve as Case 6 (C-C) of classical plate theory. Remarkably, the characteristic equations (Table 1) for all three edge combinations are identical and do not contain $\nu$. Interestingly, the C-C plate for the Mindlin theory (Case 6) has a curve in Fig. 1 similar to, but slightly different from the F-F classical plate (Case 5). The Poisson ratio appears in the characteristic equations for both theories, but for $\nu=0$ they would be identical.

Of particular interest is the relative strengths of the moment singularities between the theories. Comparing them for the C-C edges at, for example $\alpha=240 \mathrm{deg}$, one sees $\lambda=0.68$ for Mindlin theory (Fig. 1) and $\lambda=0.74$ for classical plate theory (Fig. 3), indicating a slightly stronger singularity for the former. The higher roots of $\lambda$ contribute less, if any, singularity. But if one compares Cases 2, 3, and 4 (C-F,S-F,C-S) of classical theory in Fig. 3 with those of Fig. 1, one sees large differences in $\lambda$. It is also interesting to observe in Fig. 1 that, according to the Mindlin theory, the C-F and C-S* combinations (Case 2) of intersecting edges generate moment singularities for external corners having acute angles greater than 63 deg ; whereas in classical theory, they arise only for obtuse ( $\alpha>90 \mathrm{deg}$ ) and reflex ( $\alpha>180 \mathrm{deg}$ ) angles.

## Concluding Remarks

In the above work the corner functions are derived for each of the ten possible combinations of radial edge conditions that may exist at a sharp corner, according to the Mindlin plate theory, accounting for transverse shear deformation as well as bending deformation. These functions are different from those of classical (thin) plate theory for bending, not only in the functional forms, but also in the eigenvalues ( $\lambda$ and $\bar{\lambda}$ ), which appear as arguments in the functions. The Mindlin plate corner functions may be used to obtain accurate results for the global behavior (static deflections, vibration frequencies, buckling loads, mode shapes) of moderately thick, isotropic, homogeneous plates, in the same manner that has been carried out for thin plates when sharp corners causing moment singularities are present.

It was also shown that the moment singularities arising in the Mindlin theory are, in some cases, significantly different from those arising in the thin plate theory. Why this should be the case is a topic worthy of further study.

## Appendix: Mindlin Plate Corner Functions for Various Radial Edge Conditions

In this appendix the Mindlin plate corner functions are summarized for the possible combinations of clamped, simply supported (conditions S and $\mathrm{S}^{*}$ ), and free radial edge conditions that are examined in the present study. The corresponding characteristic equations for $\lambda_{k}$ and $\bar{\lambda}_{k}$ are given in Table 1.

## Clamped-Clamped Radial Edges

For Symmetric Modes.

$$
\begin{align*}
& \phi_{r}(r, \theta)= \sum_{k=1}^{\infty} D_{k} r^{\lambda_{k}}\left[\frac{\gamma_{k} \cos \frac{\left(\lambda_{k}-1\right) \alpha}{2}}{\cos \frac{\left(\lambda_{k}+1\right) \alpha}{2}} \cos \left(\lambda_{k}+1\right) \theta\right. \\
&\left.-\gamma_{k} \cos \left(\lambda_{k}-1\right) \theta\right]  \tag{A1a}\\
& \phi_{\theta}(r, \theta)= \sum_{k=1}^{\infty} D_{k} r^{\lambda_{k}}\left[-\frac{\sin \frac{\left(\lambda_{k}-1\right) \alpha}{2}}{\sin \frac{\left(\lambda_{k}+1\right) \alpha}{2}} \sin \left(\lambda_{k}+1\right) \theta\right. \\
&\left.+\sin \left(\lambda_{k}-1\right) \theta\right]  \tag{A1b}\\
& w(r, \theta)=\sum_{k=1}^{\infty} H_{k} r^{\bar{\lambda}_{k}+1} \cos \left(\bar{\lambda}_{k}+1\right) \theta \tag{A1c}
\end{align*}
$$

where $\gamma$ is given by Eq. (13).
For Antisymmetric Modes.

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\frac{\gamma_{k} \sin \frac{\left(\lambda_{k}-1\right) \alpha}{2}}{\sin \frac{\left(\lambda_{k}+1\right) \alpha}{2}} \sin \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta\right]  \tag{A1d}\\
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\frac{\cos \frac{\left(\lambda_{k}-1\right) \alpha}{2}}{\cos \frac{\left(\lambda_{k}+1\right) \alpha}{2}} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\cos \left(\lambda_{k}-1\right) \theta\right]  \tag{A1e}\\
& w(r, \theta)=\sum_{k=1}^{\infty} G_{k} r^{\Lambda_{k}+1} \sin \left(\bar{\lambda}_{k}+1\right) \theta \tag{A1f}
\end{align*}
$$

## Clamped-Simply Supported (S) Radial Edges

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\sin \left(\lambda_{k}+1\right) \theta+\gamma_{k} f_{1 k} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta-\gamma_{k} f_{1 k} \cos \left(\lambda_{k}-1\right) \theta\right] \tag{A2a}
\end{align*}
$$

$$
\begin{align*}
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\cos \left(\lambda_{k}+1\right) \theta-\gamma_{k} f_{1 k} \sin \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\cos \left(\lambda_{k}-1\right) \theta-f_{1 k} \sin \left(\lambda_{k}-1\right) \theta\right]  \tag{A2b}\\
& w(r, \theta)=\sum_{k=1}^{\infty} G_{k} r^{\lambda_{k}+1} \sin \left(\bar{\lambda}_{k}+1\right) \theta \tag{A2c}
\end{align*}
$$

where

$$
\begin{equation*}
f_{1 k}=\frac{\sin \left(\lambda_{k}+1\right) \alpha-\gamma_{k} \sin \left(\lambda_{k}-1\right) \alpha}{\gamma_{k}\left[\cos \left(\lambda_{k}+1\right) \alpha-\cos \left(\lambda_{k}-1\right) \alpha\right]} \tag{A2d}
\end{equation*}
$$

## Clamped-Simply Supported (S*) Radial Edges

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\sin \left(\lambda_{k}+1\right) \theta-\gamma_{k} f_{2 k} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta+\gamma_{k} f_{2 k} \cos \left(\lambda_{k}-1\right) \theta\right]  \tag{A3a}\\
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\cos \left(\lambda_{k}+1\right) \theta+\gamma_{k} f_{2 k} \sin \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\cos \left(\lambda_{k}-1\right) \theta-f_{2 k} \sin \left(\lambda_{k}-1\right) \theta\right]  \tag{A3b}\\
& w(r, \theta)=\sum_{k=1}^{\infty} G_{k} r^{\Gamma_{k}+1} \sin \left(\bar{\lambda}_{k}+1\right) \theta \tag{A3c}
\end{align*}
$$

where

$$
\begin{equation*}
f_{2 k}=\frac{2 \lambda_{k} \cos \left(\lambda_{k}+1\right) \alpha-\left(\gamma_{k}+1\right)\left(\lambda_{k}-1\right) \cos \left(\lambda_{k}-1\right) \alpha}{2 \gamma_{k} \lambda_{k} \sin \left(\lambda_{k}+1\right) \alpha-\left(\gamma_{k}+1\right)\left(\lambda_{k}-1\right) \sin \left(\lambda_{k}-1\right) \alpha} \tag{A3d}
\end{equation*}
$$

## Clamped-Free Radial Edges

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\sin \left(\lambda_{k}+1\right) \theta+\gamma_{k} f_{3 k} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta-\gamma_{k} f_{3 k} \cos \left(\lambda_{k}-1\right) \theta\right]  \tag{A4a}\\
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}\left[-\cos \left(\lambda_{k}+1\right) \theta-\gamma_{k} f_{3 k} \sin \left(\lambda_{k}+1\right) \theta\right.} \\
& \left.+\cos \left(\lambda_{k}-1\right) \theta+f_{3 k} \sin \left(\lambda_{k}-1\right) \theta\right] \tag{A4b}
\end{align*}
$$

where

$$
\begin{equation*}
f_{3 k}=\frac{\lambda_{k}(1-\nu) \sin \left(\lambda_{k}+1\right) \alpha+\hat{\gamma}_{k} \sin \left(\lambda_{k}-1\right) \alpha}{\gamma_{k} \lambda_{k}(1-\nu) \cos \left(\lambda_{k}+1\right) \alpha+\hat{\gamma}_{k} \cos \left(\lambda_{k}-1\right) \alpha} \tag{A4d}
\end{equation*}
$$

and $\hat{\gamma}_{k}=\gamma_{k}\left(\nu \lambda_{k}+1\right)-\left(\lambda_{k}-1\right)$.

## Simply Supported (S)-Simply Supported (S) Radial Edges

For Symmetric Modes.

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} r^{\lambda_{k}} D_{k}\left[\frac{\gamma_{k} \cos \frac{\left(\lambda_{k}-1\right) \alpha}{2}}{\cos \frac{\left(\lambda_{k}+1\right) \alpha}{2}} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.-\gamma_{k} \cos \left(\lambda_{k}-1\right) \theta\right] \tag{A5a}
\end{align*}
$$

$$
\phi_{\theta}(r, \theta)=\sum_{k=1}^{\infty} r^{\lambda_{k}} D_{k}\left[-\frac{\gamma_{k} \cos \frac{\left(\lambda_{k}-1\right) \alpha}{2}}{\cos \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \sin \left(\lambda_{k}+1\right) \theta\right.
$$

$$
\begin{equation*}
\left.+\sin \left(\lambda_{k}-1\right) \theta\right] \tag{A5b}
\end{equation*}
$$

For Antisymmetric Modes.

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} r^{\lambda_{k}} C_{k}\left[-\frac{\gamma_{k} \sin \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{\sin \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \sin \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta\right]  \tag{A5d}\\
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} r^{\lambda_{k}} C_{k}\left[-\frac{\gamma_{k} \sin \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{\sin \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\cos \left(\lambda_{k}-1\right) \theta\right]  \tag{A5e}\\
& w(r, \theta)=\sum_{k=1}^{\infty} G_{k} r^{\lambda_{k}+1} \sin \left(\bar{\lambda}_{k}+1\right) \theta \tag{A5f}
\end{align*}
$$

Simply Supported (S)-Simply Supported (S*) Radial Edges


$$
\begin{equation*}
\left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta+\gamma_{k} \lambda_{k}(1-\nu) f_{4 k} \cos \left(\lambda_{k}-1\right) \theta\right] \tag{A6a}
\end{equation*}
$$

$\phi_{\theta}(r, \theta)=\sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}\left[-\tilde{\gamma}_{k} \cos \left(\lambda_{k}+1\right) \theta-\hat{\gamma}_{k} f_{4 k} \sin \left(\lambda_{k}+1\right) \theta, ~(1)\right.}$

$$
\begin{equation*}
\left.+\cos \left(\lambda_{k}-1\right) \theta-\lambda_{k}(1-\nu) f_{4 k} \sin \left(\lambda_{k}-1\right) \theta\right] \tag{A6b}
\end{equation*}
$$

$$
\begin{equation*}
w(r, \theta)=\sum_{k=1}^{\infty} G_{k} r^{\Lambda_{k}+1} \sin \left(\bar{\lambda}_{k}+1\right) \theta \tag{A6c}
\end{equation*}
$$

where

$$
\begin{gather*}
\tilde{\gamma}_{k}=\frac{\left(\gamma_{k}+1\right)\left(\lambda_{k}-1\right)}{2 \lambda_{k}} \\
f_{4 k}=\frac{\left(\gamma_{k}+1\right)\left(\lambda_{k}-1\right) \sin \left(\lambda_{k}+1\right) \alpha-2 \gamma_{k} \lambda_{k} \sin \left(\lambda_{k}-1\right) \alpha}{2 \lambda_{k}\left[\hat{\gamma}_{k} \cos \left(\lambda_{k}+1\right) \alpha+\gamma_{k} \lambda_{k}(1-\nu) \cos \left(\lambda_{k}-1\right) \alpha\right]} \tag{A6e}
\end{gather*}
$$

## Simply Supported (S)-Free Radial Edges

$$
\phi_{r}(r, \theta)=\sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\widetilde{\gamma}_{k} \sin \left(\lambda_{k}+1\right) \theta+\hat{\gamma}_{k} f_{4 k} \cos \left(\lambda_{k}+1\right) \theta\right.
$$ (A6e)

$$
\begin{equation*}
\left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta+\gamma_{k} \lambda_{k}(1-\nu) f_{4 k} \cos \left(\lambda_{k}-1\right) \theta\right] \tag{A7a}
\end{equation*}
$$

(A7a)

$$
\phi_{\theta}(r, \theta)=\sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\widetilde{\gamma}_{k} \cos \left(\lambda_{k}+1\right) \theta-\hat{\gamma}_{k} f_{4 k} \sin \left(\lambda_{k}+1\right) \theta\right.
$$

$$
\begin{equation*}
\left.+\cos \left(\lambda_{k}-1\right) \theta-\lambda_{k}(1-\nu) f_{4 k} \sin \left(\lambda_{k}-1\right) \theta\right] \tag{A7b}
\end{equation*}
$$

$$
\begin{equation*}
w(r, \theta)=\sum_{k=1}^{\infty} H_{k} r^{\Lambda_{k}+1} \cos \left(\bar{\lambda}_{k}+1\right) \theta \tag{A7c}
\end{equation*}
$$

where $f_{4 k}$ is given in Eq. $(A 6 e)$.

Simply Supported ( $\mathrm{S}^{*}$ )-Simply Supported ( $\mathrm{S}^{*}$ ) Radial Edges

For Symmetric Modes.

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} D_{k} r^{\lambda_{k}}\left[\frac{\bar{\gamma}_{k} \sin \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{2 \lambda_{k} \sin \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.-\gamma_{k} \cos \left(\lambda_{k}-1\right) \theta\right] \\
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} D_{k} r^{\lambda_{k}}\left[-\frac{\bar{\gamma}_{k} \sin \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{2 \lambda_{k} \sin \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \sin \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\sin \left(\lambda_{k}-1\right) \theta\right]  \tag{A8b}\\
& w(r, \theta)=\sum_{k=1}^{\infty} H_{k} r^{\Gamma_{k}+1} \cos \left(\bar{\lambda}_{k}+1\right) \theta \tag{A8c}
\end{align*}
$$

For Antisymmetric Modes.

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\frac{\bar{\gamma}_{k} \cos \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{2 \lambda_{k} \cos \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \sin \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta\right]  \tag{A8d}\\
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\frac{\bar{\gamma}_{k} \cos \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{2 \lambda_{k} \cos \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\cos \left(\lambda_{k}-1\right) \theta\right]  \tag{A8e}\\
& w(r, \theta)=\sum_{k=1}^{\infty} G_{k} r^{\bar{\lambda}_{k}+1} \sin \left(\bar{\lambda}_{k}+1\right) \theta \tag{A8f}
\end{align*}
$$

## Simply Supported ( $\mathbf{S}^{*}$ )-Free Radial Edges

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\widetilde{\gamma}_{k} \sin \left(\lambda_{k}+1\right) \theta-\hat{\gamma}_{k} f_{5 k} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta-\gamma_{k} \lambda_{k}(1-\nu) f_{4 k} \cos \left(\lambda_{k}-1\right) \theta\right] \tag{A9a}
\end{align*}
$$

where

$$
\begin{align*}
& \phi_{\theta}(r, \theta)= \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\tilde{\gamma}_{k} \cos \left(\lambda_{k}+1\right) \theta+\hat{\gamma}_{k} f_{5 k} \sin \left(\lambda_{k}+1\right) \theta\right.  \tag{A9c}\\
&\left.+\cos \left(\lambda_{k}-1\right) \theta+\lambda_{k}(1-\nu) f_{5 k} \sin \left(\lambda_{k}-1\right) \theta\right] \\
& w(r, \theta)=\sum_{k=1}^{\infty} H_{k} r^{\lambda_{k}+1} \sin \left(\bar{\lambda}_{k}+1\right) \theta \tag{A9b}
\end{align*}
$$

$$
\begin{equation*}
f_{5 k}=\frac{\cos \left(\lambda_{k}+1\right) \alpha-\cos \left(\lambda_{k}-1\right) \alpha}{2 \lambda_{k} \sin \left(\lambda_{k}+1\right) \alpha+\lambda_{k}(1-\nu) \sin \left(\lambda_{k}-1\right) \alpha} \tag{A9d}
\end{equation*}
$$

## Free-Free Radial Edges

For Symmetric Modes.

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} D_{k} r^{\lambda_{k}}\left[\frac{\bar{\gamma}_{k} \sin \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{2 \lambda_{k} \sin \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.-\gamma_{k} \cos \left(\lambda_{k}-1\right) \theta\right]  \tag{A10a}\\
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} D_{k} r^{\lambda_{k}}\left[-\frac{\bar{\gamma}_{k} \sin \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{2 \lambda_{k} \sin \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \sin \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\sin \left(\lambda_{k}-1\right) \theta\right]  \tag{A10b}\\
& w(r, \theta)=\sum_{k=1}^{\infty} H_{k} r^{\Gamma_{k}+1} \cos \left(\bar{\lambda}_{k}+1\right) \theta \tag{A10c}
\end{align*}
$$

where $\bar{\gamma}_{k}=\left(\gamma_{k}+1\right)\left(\lambda_{k}-1\right)$

For Antisymmetric Modes.

$$
\begin{align*}
\phi_{r}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\frac{\bar{\gamma}_{k} \cos \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{2 \lambda_{k} \cos \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \sin \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\gamma_{k} \sin \left(\lambda_{k}-1\right) \theta\right] \tag{A10d}
\end{align*}
$$

$$
\begin{align*}
\phi_{\theta}(r, \theta)= & \sum_{k=1}^{\infty} C_{k} r^{\lambda_{k}}\left[-\frac{\bar{\gamma}_{k} \cos \left(\lambda_{k}-1\right) \frac{\alpha}{2}}{2 \lambda_{k} \cos \left(\lambda_{k}+1\right) \frac{\alpha}{2}} \cos \left(\lambda_{k}+1\right) \theta\right. \\
& \left.+\cos \left(\lambda_{k}-1\right) \theta\right] \tag{A10e}
\end{align*}
$$
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#### Abstract

Short carbon nanotubes of smaller aspect ratio (say, between 10 and 50) are finding significant application in nanotechnology. This paper studies vibration of such short carbon nanotubes whose higher-order resonant frequencies fall within terahertz range. Because rotary inertia and shear deformation are significant for higher-order modes of shorter elastic beams, the carbon nanotubes studied here are modeled as Timoshenko beams instead of classical Euler beams. Detailed results are demonstrated for doublewall carbon nanotubes of aspect ratio 10, 20, or 50 based on the Timoshenko-beam model and the Euler-beam model, respectively. Comparisons between different single-beam or double-beam models indicate that rotary inertia and shear deformation, accounted for by the Timoshenko-beam model, have a substantial effect on higher-order resonant frequencies and modes of double-wall carbon nanotubes of small aspect ratio (between 10 and 20). In particular, Timoshenoko-beam effects are significant for both large-diameter and small-diameter double-wall carbon nanotubes, while double-beam effects characterized by noncoaxial deflections of the inner and outer tubes are more significant for smalldiameter than large-diameter double-wall carbon nanotubes. This suggests that the Timoshenko-beam model, rather than the Euler-beam model, is relevant for terahertz vibration of short carbon nanotubes. [DOI: 10.1115/1.1795814]


## 1 Introduction

Because of novel electronic properties and superior mechanical strength, carbon nanotubes (CNTs) have become the most promising candidate materials for nanoelectronics, nanodevices, and nanocomposites [1-8]. Mechanical behavior of CNTs, including vibrational behavior, has been the subject of numerous recent studies. Since controlled experiments at nanoscale are difficult and molecular dynamics simulations remain expensive and formidable for large scale systems, continuum mechanics models, such as the classical Euler elastic-beam model, have been effectively used to study overall mechanical deformation of CNTs, such as static deflection, column buckling, resonant frequencies and modes, and sound-wave propagation [9,10]. In particular, the single elastic-beam model, which ignores intertube radial displacements and the related internal degrees of freedom, has been used to study static and dynamic behavior of multiwall nanotubes (MWNTs) [11-14]. As shown in [15] for column buckling of MWNTs and $[16,17]$ for vibration of MWNTs, such a simplified model is adequate for MWNT of larger aspect ratio (length-todiameter ratio).

Many proposed applications and designs of CNTs, however, are involved with short CNTs of aspect ratio down to 10 , or periodically supported CNTs with finite spans. Such examples include suspended crossing CNTs with spans about 20 nm [1], CNTs as single-electron transistors of length down to 20 nm [2], MWNTs of aspect ratio around 20 (about 300 nm long and $10-20 \mathrm{~nm}$ diam) as electrometers [3] or building blocks in nanoelectronics [4], CNT-nanomechanical switches of aspect ratio around 10 [18], and CNTs of aspect ratio about $10-25$ as AFM tip [19,20]. Owing

[^2]to the hollow structure of CNTs, short CNTs are preferred in many cases to prevent undesirable kinking and buckling. Therefore, vibrational behavior of short CNTs, say, of aspect ratio between 10 and 50 , is of practical significance. In this case, intertube radial displacements of MWNTs, which are ignored by the existing single elastic-beam model [11-14], could come to play a significant role. Recently, we have studied the role of interlayer radial displacements in transverse vibration of MWNTs [ 16,17 ] based on a simple linear model of multiple elastic beams. Our results show that noncoaxial intertube vibration of MWNTs will be excited at ultrahigh frequencies (above 1 THz ) at which the characteristic wavelength of vibrational modes is just a few times the outermost diameter of MWNTs. For instance, for a shorter 1.4 nm dia double-wall carbon nanotube (DWNT) of aspect ratio between 10 and 20, the wavelength of the higher-order (say, third, fourth, or fifth) modes are just a few times the outermost diameter and the associated vibrational modes are substantially noncoaxial. In this case, the existing single-beam model of coaxial vibration fails, and a more relevant model that considers noncoaxial intertube radial displacements of MWNTs is required. These results, first predicted by a simple linear multiple-beam model $[16,17]$, are found to agree well with more recent atomistic simulations [21,22] on noncoaxial vibration of MWNTs. Since noncoaxial distortion could significantly affect some important physical (such as electronic and optical) properties of MWNTs, the study of noncoaxial vibration is relevant to terahertz vibration of short MWNTs.
Another relevant issue to be clarified is the effect of rotary inertia and shear deformation in terahertz vibrations of short CNTs. It is well known that rotary inertia and shear deformation, which are ignored in the classical Euler-beam model, would become substantial for vibration of elastic beams when the characteristic wavelength is just a few times the diameter of their crosssection [23-26]. For this reason, the relevance of the classical Euler-beam model to short CNTs is questionable. To clarify this issue, vibration of short DWNTs is studied in this paper based on the double elastic-beam model developed in [15-17]. Unlike pre-
vious work [15-17], however, CNTs in the present paper are modeled as Timoshenko beams, instead of classical Euler beams. The major goal of this study is to identify the cases in which the Euler-beam model leads to substantial errors, and thus, the more relevant Timoshenko-beam model is required, and also to compare the Timoshenko-beam effects with the double-beam effects studied in [15-17]. To this end, detailed results are demonstrated based on the Timoshenko-beam model, as well as the Euler-beam model. As will be shown below, the results show that the rotary inertia and shear deformation have a substantial effect on higherorder resonant frequencies (within terahertz range) of DWNTs of smaller aspect ratio (between 10 and 20). Therefore, the Timoshenko-beam model, rather than the Euler-beam model, should be used for terahertz vibrations of short CNTs.

## 2 Double Timoshenko-Beam Model

Many prior studies showed that the classical Euler elastic beam offers a reliable model for overall mechanical deformation of CNTs when its characteristic wavelength is much larger than the diameter [10]. For example, static deflection of CNTs under point load is found to be well predicted by the beam model [11], and resonant frequencies and vibational modes of CNTs given by the cantilever-beam model are in good agreement with experimental data [13]. In particular, because elastic-beam models give simple general formulas in many important cases, such as critical stress for column buckling, resonant frequencies, and sound speeds, etc., which clearly indicate major factors affecting mechanical behavior of CNTs, they have the potential to identify key parameters and predict new physical phenomena.

So far, to our knowledge, all elastic-beam models used for CNTs are based on the classical Euler-beam model. The present paper studies vibration of short DWNTs [27-29], as shown in Fig. 1, based on the Timoshenko-beam model. In addition, unlike the single-beam model [11-14] which assumes that all originally concentric tubes of a MWNT remain exactly coaxial during vibration and thus can be described by a single deflection curve, the present analysis considers interlayer radial displacements within the MWNT and assumes that each individual tube of MWNTs has an individual deflection curve, which is not necessarily coincident with the deflection curves of other nested tubes of the MWNT. Thus, each of the inner and outer tubes of DWNTs is modeled as a Timoshenko-elastic beam. It is known that the total deflection $Y(x, t)$ of a Timoshenko beam, and the slope $\varphi(x, t)$ of the beam due to bending deformation alone are determined by the following two coupled equations [23-26]:

$$
\begin{align*}
& -k A G\left(\frac{\partial \varphi}{\partial x}-\frac{\partial^{2} Y}{\partial x^{2}}\right)+p=\rho A \frac{\partial^{2} Y}{\partial t^{2}}  \tag{1}\\
& E I \frac{\partial^{2} \varphi}{\partial x^{2}}-k A G\left(\varphi-\frac{\partial Y}{\partial x}\right)=\rho I \frac{\partial^{2} \varphi}{\partial x^{2}}
\end{align*}
$$

where $x$ is the axial coordinate, $t$ is time, $I$ and $A$ are the moment of inertia and the area of the cross-section of the beam, $p$ is the distributed pressure per unit axial length, $E$ and $G$ are Young's modulus and shear modulus, respectively, $\rho$ is the mass density per unit volume, and $k$ is the so-called shear coefficient which is


Fig. 1 Vibration of a short doublewall carbon nanotube
about $0.6-0.7$ for thin-walled circular cross-sections and 0.9 for solid circular cross-sections [25,26].

Let us apply Eq. (1) to each of the inner and outer tubes of a DWNT. Thus, transverse vibration of a DWNT, of length $L$ and outer diameter $d$ (Fig. 1), is described by the following four equations

$$
\begin{align*}
& -k A_{1} G\left(\frac{\partial \varphi_{1}}{\partial x}-\frac{\partial^{2} Y_{1}}{\partial x^{2}}\right)+p=\rho A_{1} \frac{\partial^{2} Y_{1}}{\partial t^{2}} \\
& E I_{1} \frac{\partial^{2} \varphi_{1}}{\partial x^{2}}-k A_{1} G\left(\varphi_{1}-\frac{\partial Y_{1}}{\partial x}\right)=\rho I_{1} \frac{\partial^{2} \varphi_{1}}{\partial t^{2}}  \tag{2}\\
& -k A_{2} G\left(\frac{\partial \varphi_{2}}{\partial x}-\frac{\partial^{2} Y_{2}}{\partial x^{2}}\right)-p=\rho A_{2} \frac{\partial^{2} Y_{2}}{\partial t^{2}} \\
& E I_{2} \frac{\partial^{2} \varphi_{1}}{\partial x^{2}}-k A_{2} G\left(\varphi_{2}-\frac{\partial Y_{2}}{\partial x}\right)=\rho I_{2} \frac{\partial^{2} \varphi_{2}}{\partial t^{2}}
\end{align*}
$$

where $Y_{j}(x, t)$ and $\varphi_{j}(x, t)(j=1,2)$ are the total deflection and the slope due to bending of the $j$ th nanotube, $I_{j}$ and $A_{j}$ are the moment of inertia and the area of the cross-section of the $j$ th tube, here the subscripts 1,2 are used to denote the quantities of the inner and outer tubes, respectively, $p$ is the van der Waals interaction pressure between the two tubes per unit axial length, and the two tubes have the same Young's modulus $E=1 \mathrm{TPa}$ and shear modulus $G=0.4$ Tpa (with Poisson ratio $\nu=0.25$ ), with the effective thickness of single-walled nanotubes, 0.35 nm . In addition, the dependence of the shear coefficient $k$ on the radius is neglected for DWNTs, and we take $k=0.8$. Here, it should be mentioned that a mass density $\rho=1.3 \mathrm{~g} / \mathrm{cm}^{3}$, based on a slightly different definition (p. 724 of [30]), has been used in our previous papers $[16,17]$. To be consistent with the definitions of the effective thickness and the Young's modulus listed above, the mass density of graphite is used in the present paper. Therefore, throughout this paper, we shall use the mass density $\rho=2.3 \mathrm{~g} / \mathrm{cm}^{3}$ (for graphite).

It is noticed that the deflections of the two tubes are coupled through the van der Waals intertube interaction $p$. Since the inner and outer tubes of a DWNT are originally concentric and the van der Waals interaction is determined by the interlayer spacing between two tubes, the net van der Waals interaction pressure remains zero for each of the tubes if they vibrate coaxially and, thus, share the same deflection curve. Hence, the van der Waals interaction plays no role in the single-beam model for isolated DWNTs. For the double-beam model [15-17], however, the inner and outer tubes are described by two individual deflection curves, which are not necessarily coincident. Therefore, for smallamplitude non-coaxial linear vibration, the van der Waals interaction pressure at any position $x$ between the two tubes depends linearly the difference of their deflection curves at that position, namely

$$
\begin{equation*}
p(x)=c\left[Y_{2}(x)-Y_{1}(x)\right] \tag{3}
\end{equation*}
$$

where $c$ is the intertube van der Waals interaction coefficient. In particular, the coefficients $c$ can be estimated based on an effective interaction width ( $2 r$ ) of the tubes (where $r$ is the inner radius of DWNTs) as $[15,17]$

$$
\begin{equation*}
c=\frac{200 \times(2 r) \mathrm{erg} / \mathrm{cm}^{2}}{0.16 D^{2}}, \quad(\mathrm{D}=0.142 \mathrm{~nm}) \tag{4}
\end{equation*}
$$

Thus, substitution of (3) into (2) leads to four coupled equations for four unknowns $Y_{j}(\mathrm{x}, \mathrm{t})$ and $\varphi_{\mathrm{j}}(\mathrm{x}, \mathrm{t})(j=1,2)$.

## 3 Resonant Frequencies of DWNT

Here, to isolate the effects of shear deformation and rotary inertia on resonant frequencies (rather than resonant modes), we consider the case in which the inner and outer tubes of the DWNT
are simply supported. In this case, vibrational modes of the DWNT are of the form [21,22]

$$
\begin{align*}
& Y_{j}=a_{j} e^{i \omega t} \sin \frac{n \pi x}{L} \\
& \varphi_{j}=b_{j} e^{i \omega t} \cos \frac{n \pi x}{L} \tag{5}
\end{align*}
$$

$$
\left[\begin{array}{cc}
\rho A_{1} \omega^{2}-k A_{1} G\left(\frac{n \pi}{L}\right)^{2}-c & k A_{1} G\left(\frac{n \pi}{L}\right) \\
k A_{1} G\left(\frac{n \pi}{L}\right) & \rho I_{1} \omega^{2}-E I_{1}\left(\frac{n \pi}{L}\right)^{2}-k A_{1} G  \tag{0}\\
c & 0 \\
0 & 0
\end{array}\right.
$$

$$
\left.\begin{array}{cc}
c & 0 \\
0 & 0 \\
\rho A_{2} \omega^{2}-k A_{2} G\left(\frac{n \pi}{L}\right)^{2}-c & k A_{2} G\left(\frac{n \pi}{L}\right) \\
k A_{2} G\left(\frac{n \pi}{L}\right) & \rho I_{2} \omega^{2}-E I_{2}\left(\frac{n \pi}{L}\right)^{2}-k A_{2} G
\end{array}\right]\left[\begin{array}{l}
a_{1} \\
b_{1} \\
a_{2} \\
b_{2}
\end{array}\right]=0
$$

where $a_{1}$ and $a_{2}$ represent the amplitudes of deflections of the inner and the outer tubes, and $b_{1}$ and $b_{2}$ represent the amplitudes of the slopes of the inner and outer tubes due to bending deformation alone, respectively. In addition, integer n is the modenumber, and $\omega$ is the circular frequency. Substitution of (5) into (2) with (3), one has

Thus, the resonant frequencies are determined by the eigenequation obtained by setting the determinant of the coefficient matrix of (6) to zero. It is readily seen that for given order number $n$, the present double-Timoshenko-beam model gives four $n$-order resonance frequencies, in contrast to two $n$-order resonant frequencies given by the single-Timoshenko-beam model [23], two $n$-order resonant frequencies given by the double Euler-beam model [16,17], and the single $n$-order resonance frequency given by the single Euler-beam model. In particular, the single $n$-order resonant frequency given by the single Euler-beam model is [10]

$$
\begin{equation*}
f_{n 1}=\frac{\omega_{n 1}}{2 \pi}, \quad \omega_{n 1}^{2}=\frac{\lambda_{n}^{4} E I}{(\rho A)}, \tag{7}
\end{equation*}
$$

where $\lambda_{n}=(n \pi / L)$ for simply supported beams
where $I$ and $A$ are the total moment of inertia and the total crosssectional area of MWNT. Thus, $I=I_{1}+I_{2}$ and $A=A_{1}+A_{2}$ for a DWNT.

In what follows, the resonant frequency $f=\omega /(2 \pi)$ of simply supported DWNTs is calculated based on four different elastic beam models:


Fig. 2 DWNT frequencies for the inner radius 0.35 nm and $L / d=10$

- DT: the double-Timoshenko beam (DT) model described by (2), which gives four $n$-order frequencies, $f_{n 1}<f_{n 2}<f_{n 3}$ $<f_{n 4}$;
- DE: the double-Euler beam (DE) model described in $[16,17]$ which treats each of the inner and outer tubes of the DWNT as a single Euler beam and gives two $n$-order frequencies, $f_{n 1}<f_{n 2}$;
- ST: the single-Timoshenko beam (ST) model that treats the DWNT as a single Timoshenko beam described by (1), with $I=I_{1}+I_{2}$ and $A=A_{1}+A_{2}$, and gives two $n$-order frequencies, $f_{n 1}<f_{n 2}$;
- SE: the single-Euler beam (SE) model that gives the single $n$-order frequency $f_{n 1}$ (7).

The $n$-order frequencies given by the different models are distinguished by DT1 $<\mathrm{DT} 2<\mathrm{DT} 3<\mathrm{DT} 4, \mathrm{DE} 1<\mathrm{DE} 2, \mathrm{ST} 1<\mathrm{ST} 2$, or SE, when necessary. All nine $n$-order frequencies given by the four different models are shown in Figs. 2-7 for a DWNT of the inner diameter 0.7 nm or 7 nm and aspect ratio 10,20 , or 50 , respectively. All frequencies are shown as a function of the mode number $n$, from $n=1$ to $n=10$, where $L / d$ is the aspect ratio. It is found from Figs. 2-7 that:


Fig. 3 DWNT frequencies for the inner radius 0.35 nm and $L / d=20$


Fig. 4 DWNT frequencies for the inner radius 0.35 nm and $L / d=50$

1. The lowest $n$-order frequency $f_{n 1}$ increases quickly with increasing mode number $n$, while other higher $n$-order frequencies $f_{n k}(k>1)$ are not sensitive to the number $n$ especially for $n$ smaller than 3 or 4 .
2. For all examples considered here, the four lowest first-order frequency $f_{11}$ given by the four different models are very close to each other and almost indistinguishable. For example, for DWNT of inner-diameter 0.7 nm and aspect ratio 10 , the lowest first-order frequency $f_{11}$ given by the four models DT, DE, ST, and SE are $0.0728 \mathrm{THz}, 0.0745 \mathrm{THz}$, 0.0731 THz , and 0.0746 THz , respectively. On the other hand, for DWNT of inner diameter 7 nm and aspect ratio 10 ,


Fig. 5 DWNT frequencies for the inner radius 3.5 nm and $L / d$ $=10$


Fig. 6 DWNT frequencies for the inner radius 3.5 nm and $L / d$ $=20$


Fig. 7 DWNT frequencies for the inner radius 3.5 nm and $L / d=50$
the lowest first-order frequency $f_{11}$ given by the four models are $0.141 \mathrm{THz}, 0.144 \mathrm{THz}, 0.141 \mathrm{THz}$, and 0.144 THz , respectively. In addition, the small differences of the lowest first-order frequencies given by the four different models further diminish with increasing aspect ratio of DWNTs.
3. For the mode-number $n=1$, beside the lowest first-order frequency, the DT model gives three higher frequencies, while the ST model and the DE model give another higher frequency, respectively. It is seen that the second first-order frequency $f_{12}$ given by the DT model corresponds to the second first-order frequency given by the DE model for smaller radii (Figs. 2-4), and the third first-order frequency $f_{13}$ given by the DT model is close to the second first-order frequency given by the ST model for larger radii (Figs. 5-7). These higher first-order frequencies ( $n=1$ ) are characterized by substantial shear deformation or noncoaxial deflections of the inner and outer tubes (as will be demonstrated below) and are at least one order of magnitude higher than the lowest first-order frequency. Hence, if only the single lowest resonant frequency $f_{11}$ is concerned, the lowest firstorder frequency given by the SE model (7) for $n=1$ is accurate enough, and any double-beam model or Timoshenkobeam model is not needed.
4. This conclusion remains qualitatively true even for the first few higher-order frequencies ( $n=3,4,5$, or even higher) when the aspect ratio is larger (say, $\geqslant 50$ ). Indeed, when $L / d=50$, it is seen from Figs. 4 and 7 that the four lowest $n$-order frequencies given by the four different models for the mode-number $n$ up to 10 are very close to each other. Hence, it is concluded that the lowest $n$-order frequency $f_{n 1}$ for $n$ up to 10 can be estimated satisfactorily by the SEmodel (7) provided that the aspect ratio of DWNTs is sufficiently large (say, $\geqslant 50$ ).
5. However, when the aspect ratio is relatively small, say between 10 and 20, it is seen from Figs. 2, 3, 5, and 6 that the lowest $n$-order (such as $n=3,4$, or 5 ) frequencies $f_{n 1}$ given by the DT, ST, and DE models are substantially lower than that given by the SE model (7). For example, for DWNT of inner diameter 0.7 nm and aspect ratio 10 , the lowest fourthorder frequency ( $n=4$ ) given by the four models DT, DE, ST, and SE are $0.861 \mathrm{THz}, 1.00 \mathrm{THz}, 0.940 \mathrm{THz}$, and 1.19 THz , respectively, and the lowest fifth-order frequency ( $n$ $=5$ ) given by the four models DT, DE, ST, and SE are 1.18 $\mathrm{THz}, 1.37 \mathrm{THz}, 1.34 \mathrm{THz}$, and 1.86 THz , respectively. In addition, for DWNT of inner diameter 7 nm and aspect ratio 10, the lowest fourth-order frequency $(n=4)$ given by the four models DT, DE, ST, and SE are $0.177 \mathrm{THz}, 0.231 \mathrm{THz}$, 0.178 THz , and 0.231 THz , respectively, and the lowest fifth-order frequency ( $\mathrm{n}=5$ ) given by the four models (DT,DE,ST,SE) are $0.252 \mathrm{THz}, 0.360 \mathrm{THz}, 0.252 \mathrm{THz}$, and
0.361 THz , respectively. Therefore, the single Euler-beam (SE) model (7), used widely in the literature, leads to substantial errors for the lowest $n$-order resonant frequencies $f_{n 1}$ for $n>1$, (such as $n=3,4$, or 5 ) of short DWNTs of aspect ratio below 20 .
6. Finally, because both the Timoshenko-beam model [21-24] and the double-beam model $[10,16,17]$ are significant only when the characteristic wavelength is just a few times the diameter of CNTs, it is interesting to compare the relative importance of the Timoshenko-beam effect and the doublebeam effect. It is anticipated that the role of intertube displacements of MWNTs is more significant for smalldiameter than large-diameter CNTs [16,17] (because the amplitude of the intertube radial displacements is of the order of magnitude of the intertube spacing, they are significant only compared to the deflections of small-diameter CNTs, but not to the deflections of large-diameter CNTs). Indeed, it is seen from Figs. 2 and 3 that the lowest $n$-order frequencies $f_{n 1}$ (for $n>1$ ) given by the double-beam models (DT and DE) for small-diameter DWNTs are significantly different from those given by the single-beam models (ST,SE). For larger-diameter DWNTs, however, it is seen from Figs. 5 and 6 that the double-beam models (DT) and (DE) give almost the same lowest $n$-order frequencies $f_{n 1}$ (for $n>1$ ) as those given by the single-beam models (ST,SE). On the other hand, the effects of the Timoshenkobeam are significant for all DWNTs of smaller aspect ratio (Figs. 2, 3, 5, and 6), regardless of their radii. Therefore, it is concluded that both the Timoshenko-beam effects and the double-beam effects are significant for CNTs of smaller aspect ratio (around or below 20), while the double-beam effects are further restricted to small-diameter DWNTs. Despite this, because the radii of DWNTs are usually small
(with inner diameter $0.6-0.9 \mathrm{~nm}$ and outer diameter 1.3-1.6 nm , see [27-29]), the double-beam effects are significant for short DWNTs.

## 4 Shear Deformation and Noncoaxial Deflections

Let us now discuss the effects of the Timoshenko-beam model, as well as the double-beam model, on the deflection curves of DWNTs. The contribution of shear deformation to the total deflection slope is defined by

$$
\begin{equation*}
\theta=\varphi-\frac{d Y}{d x}=\gamma e^{i \omega t} \cos \frac{n \pi x}{L} \tag{8}
\end{equation*}
$$

where $\gamma$ represents the amplitude of shear deformation. Obviously, for the single-Euler-beam (SE) model, the deflection curves of the inner and outer tubes are exactly the same and the shear deformation $\theta(x, t)$ is identically zero, thus $a_{1}=a_{2}, b_{1}=b_{2}$ $=a_{1}(n \pi / L)$ and $\gamma_{1}=\gamma_{2}=0$. However, when the Timoshenkobeam model is adopted, shear deformation and rotary intertia are taken into account, which given rise to nonzero shear deformation $\gamma$. On the other hand, the double-beam model accounts for intertube radial displacement between the inner and outer tubes and thus can quantify the difference between two (noncoaxial) deflection curves $\left(a_{1} \neq a_{2}\right)$. Therefore, the effects of the Timoshenko beam and the double beam can be studied by examining the ratio $a_{1} / a_{2}$, which indicates the degree of the noncoincidence of the deflections of the two tubes, and the ratio $\gamma_{2} / b_{2}$, which indicates the relative amplitude of the shear deformation of the outer tube of DWNTs (the result for the inner tube is qualitatively similar and thus not included here). It follows from (2), (5), and (8) that the deflection amplitude ratio of the inner to the outer tubes and the ratio of the outer tube's shear deformation to its deflection slope due to bending deformation are given by

$$
\begin{align*}
\frac{a_{1}}{a_{2}} & =\frac{\left(k A_{2} G \beta\right)^{2}-\left(\rho A_{2} \omega^{2}-k A_{2} G \beta^{2}-c\right)\left(\rho I_{2} \omega^{2}-E I_{2} \beta^{2}-k A_{2} G\right)}{c\left(\rho I_{2} \omega^{2}-E I_{2} \beta^{2}-k A_{2} G\right)} \\
\frac{\gamma_{2}}{\varphi_{2}} & =\frac{I_{2}\left(\rho \omega^{2}-E \beta^{2}\right)}{k A_{2} G} \tag{9}
\end{align*}
$$

In what follows, the ratio $a_{1} / a_{2}$ given by the DT model and DE model for the lower two $n$-order frequencies are shown in Figs. 8 and 9 and Figs. 10 and 11, respectively, for the examples considered in Figs. 2-7. Here, because the second $n$-order frequency $f_{n 2}$ given by the DT model corresponds to the second $n$-order frequency given by DE model only for smaller radii (see Section 3), the results for the second $n$-order frequencies given by the DT model and the DE model are demonstrated only for small radius 0.35 nm (Figs. 9 and 11). Related data for the ratio $\gamma_{2} / \mathrm{b}_{2}$ given by the DT model and the ST-model for all $n$-order frequencies are shown in Figs. 12-15 and Figs. 16 and 17, respectively. It is found from Figs. 8-17 that:

1. The amplitude ratio $a_{1} / a_{2}$ corresponding to the lowest (first-order) frequency $f_{11}$, as shown in Fig. 8 for the DT model and Fig. 10 for the DE model, are always very close to unity for all examples considered here. This indicates that the deflection curves of the inner and outer tubes for the lowest (first-order) frequency $f_{11}$ are almost coincident and thus the vibration of the DWNT is almost coaxial at the lowest (first-order) frequency $f_{11}$.
2. For the lowest $n$-order frequencies $f_{n 1}$ with $n>3$, it is seen from Figs. 8 and 10 that the associated amplitude ratio $a_{1} / a_{2}$ is no longer close to unity for small-diameter DWNTs of aspect ratio 10 or 20 , which indicates that the deflection
curves of the inner and outer tubes are no longer coincident in these cases. However, for larger aspect ratio (50) or larger inner radius ( 3.5 nm ), it is seen from Figs. 8 and 10 that the amplitude ratio $a_{1} / a_{2}$ for the lowest $n$-order frequencies $f_{n 1}$ with $n>3$ is still very close to unity and thus the deflection curves of the inner and outer tubes are still almost coinci-


Fig. 8 DWNT amplitude ratio $\left(a_{1} / a_{2}\right)$ for $f_{n 1}$ using a double-Timoshenko-beam model


Fig. 9 DWNT amplitude ratio $\left(a_{1} / a_{2}\right)$ for $f_{n 2}$ using a double-Timoshenko-beam model
dent. Consistent with Section 3, these results also confirm that the effect of the double-beam model is significant only for small-diameter CNTs of smaller aspect ratio. Here it is noticed from Figs. 8 and 10 that the ratio $a_{1} / a_{2}$ for the lowest $n$-order frequency with $n>1$ of small-diameter DWNTs given by the DT model and the DE model are qualitatively similar, but quantitatively different.
3. On the other hand, the amplitude ratio $a_{1} / a_{2}$ of other higher $n$-order frequency $\left(f_{n k}\right.$ with $\left.k>1\right)$ is not close to unity. For example, for small-diameter DWNTs, it is seen from Figs. 9 and 11 that the amplitude ratio $a_{1} / a_{2}$ of the second $n$-order frequency $f_{n 2}$ is always negative, which indicates that the deflection of the inner tube is simply opposite to the deflection of the outer tube, and thus vibration of the DWNT is substantially noncoaxial. It is seen that from Figs. 2-7 that


Fig. 10 DWNT amplitude ratio $\left(a_{1} / a_{2}\right)$ for $f_{n 1}$ using a double-Euler-beam model


Fig. 11 DWNT amplitude ratio $\left(a_{1} / a_{2}\right)$ for $t_{n 2}$ using a double-Euler-beam model


Fig. 12 DWNT amplitude ratio $\left(\gamma_{2} / b_{2}\right)$ for $\boldsymbol{f}_{n 1}$ using a double-Timoshenko-beam model
the second $n$-order frequency $f_{n 2}$ for all examples discussed here is always within terahertz range. Hence, this also indicates that the effects of the double-beam model are essential for terahertz vibration of MWNTs.
4. Now, let us discuss the relative amplitude of shear deformation. For the lowest $n$-order frequency $f_{n 1}$, the ratio $\gamma_{2} / b_{2}$, which represents the relative amplitude of shear deformation of the outer tube, is negligible only for $n=1$, or for $n>1$ with larger aspect ratio 50 . This indicates that the shear deformation is significant provided that the wavelength is sufficiently short, consistent with the common concepts of the Timoshenko beam $[23,24]$. For example, it is seen from Figs. 12 and 16 that the six curves can almost be classified by the wavelength, only slightly affected by the radius.


Fig. 13 DWNT amplitude ratio $\left(\gamma_{2} / b_{2}\right)$ for $\boldsymbol{f}_{n 2}$ using a double-Timoshenko-beam model


Fig. 14 DWNT amplitude ratio $\left(\gamma_{2} / b_{2}\right)$ for $f_{n 3}$ using a double-Timoshenko-beam model


Fig. 15 DWNT amplitude ratio $\left(\gamma_{2} / b_{2}\right)$ for $f_{n 4}$ using a double-Timoshenko-beam model
5. For small aspect ratio (10 and 20) and higher mode number $n>3$, it is seen from Figs. 12 and 16 that the shear deformation has a substantial effect on the deflections even for the lowest $n$-order frequency $f_{n 1}$. For example, it is seen from Figs. 12 and 16 that the absolute value of the ratio $\gamma_{2} / b_{2}$ is larger than unity for small aspect ratio $L / d=10$, and is about $25 \%$ for moderate aspect ratio $L / d=20$, almost regardless of the radius. In these cases, the shear deformation, which is neglected by the classical Eulerbeam model, is significant and cannot be neglected.
6. It is seen from Figs. 13-15 and 17 that almost all higher $n$-order frequencies ( $f_{n k}$ with $k>1$ ) are characterized by substantial shear deformation, with the only exception described in Fig. 13 for the second $n$-order frequency $f_{n 2}$ given


Fig. 16 DWNT amplitude ratio $(\gamma / b)$ for $\boldsymbol{f}_{n 1}$ using a single-Timoshenko-beam model


Fig. 17 DWNT amplitude ratio ( $\gamma / b$ ) for $\boldsymbol{f}_{n 2}$ using a single-Timoshenko-beam model
by the DT model for small diameter 0.35 nm and smaller order number $n$ (up to $n=4$ or 5). In the latter case, as mentioned before, the second $n$-order frequency $f_{n 2}$ given by the DT model corresponds to the second $n$-order frequency $f_{n 2}$ given by the DE model in which shear deformation is neglected. This explains why the shear deformation is negligible in this case.
7. Except for the above case, all other cases described in Figs. 13-15 and 17 exhibit substantial shear deformation characterized by large absolute values of the ratio $\gamma_{2} / b_{2}$. In particular, it is seen from Figs. 13-15 and 17 that the six curves shown there can almost be classified by the radius, only moderately affected by the wavelength. This indicates that, unlike the vibration of the lowest $n$-order frequency $f_{n 1}$ which largely depends on the wavelength, the vibration of the higher $n$-order frequencies $f_{n k}$ (with $k>1$ ) is not sensitive to the wavelength. This conclusion is consistent to similar results obtained in the analysis of resonant frequencies given in Section 3.

## 5 Conclusions

Free vibration of short DWNTs is studied using a double-Timoshenko-beam model, which considers intertube radial displacements between the inner and outer tubes and treats the inner and outer tubes as two individual Timoshenko beams. The results indicate that both the Timoshenko-beam effect and the double beam effect are significant when the wavelength of DWNTs is just a few times larger than the outer diameter of DWNTs. In particular, it is the case when the higher-order frequencies (within the terahertz range) of short DWNTs (of smaller aspect ratio around or below 20) are considered. Furthermore, the results show that the effects of the double beam are more significant for smalldiameter than for large-diameter DWNTs, while the Timoshenkobeam effects are significant for both large-diameter and smalldiameter DWNTs. This is attributed to the fact that the doublebeam effects become significant only when the amplitude of interlayer radial displacements (which are of the order of the interlayer spacing) is comparable to the overall deflections of MWNTs (which are of the order of the radius). Because the radii of DWNTs are usually small, the double-beam effects play a significant role in free vibration of short DWNTs. Hence, the effects of the Timoshenko beam and the double beam are relevant for terahertz vibration of short MWNTs of aspect ratio below or around 20. On the other hand, if only the single lowest (firstorder) resonant frequency is concerned, the classical single Eulerbeam model is accurate enough, any double-beam or Timoshenkobeam model is not needed even for short MWNTs.

Here it should be stated that the present work is limited to small-amplitude linear free vibration of simply supported DWNTs. Although there is evidence (as stated in the present paper) that noncoaxial vibrational frequencies and modes first predicted by the simple linear double-beam model are found to agree well with more recent atomistic simulations, the nonlinearity of the intertube van der Waals interaction (which is not considered by the present linear model) would play a significant role in moderate or large amplitude noncoaxial vibration of MWNTs. In addition, further study is needed for the effects of the Timoshenkobeam model on the natural modes of MWNTs with other end conditions (such as clamped or cantilever MWNTs, or different end conditions for the inner and outer tubes), and forced vibrations of MWNTs, especially under impulsive loading. Finally, the role of internal damping in ultrahigh-frequency noncoaxial vibration of MWNTs is also of interest for future work.
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# Calculation of the Response of a Composite Plate to Localized Dynamic Surface Loads Using a New Wave Number Integral Method 


#### Abstract

This study is motivated by the need for an efficient and accurate tool to analyze the wave field produced by localized dynamic sources on the surface or the interior of isotropic plates and anisotropic composite laminates. A semi-analytical method based on the wave number integral representation of the elastodynamic field is described that reduces the overall computational effort significantly over other available methods. This method is used to calculate the guided wave field produced in a thin unidirectional graphitelepoxy composite laminate by a dynamic surface point load. The results are compared with those obtained from a finite element analysis, showing excellent agreement, except for minor differences at higher frequencies. A recently discovered feature of the calculated surface motion, namely, a spatially periodic "phase reversal" of the main pulse with propagation distance, is observed in both cases. The present work is expected to be helpful in developing impact damage monitoring systems in defect-critical structural components through real time analysis of acoustic emission wave forms. [DOI: 10.1115/1.1828064]


## 1 Introduction

Elastic waves generated by foreign object impact and initiation or growth of fatigue cracks in aircraft, aerospace, and civil structures carry useful information about the nature of the damage associated with these events. A clear understanding of the quantitative relationship between the waves and their sources is essential in developing algorithms for detecting and characterizing the damage. Model-based analysis of the wave form signals recorded by surface mounted or embedded sensors located in the vicinity of the sources can lead to the development of an effective health monitoring system for a variety of structures.

The general features of elastic waves that can be transmitted in isotropic and anisotropic plates have been studied in great detail over the past several decades [1,2]. These studies were motivated, in part, by the need to understand the nature of ultrasonic waves that can be transmitted in structural components [3]. In contrast, the literature on the response of anisotropic plates to buried or surface sources that are representative of imapact or fatigue damage is relatively sparse [4-8]. Approximate thin-plate theories, such as classical plate theory (CPT, under Kirchoff-Love kinematic assumption) and shear deformation plate theory (SDPT) or Mindlin theory have been developed to obtain the analytical solution to a variety of problems involving the dynamic response of thin isotropic and anisotropic laminated plates [9,10]. A comprehensive review of recent research on guided waves in composite plates and their use in nondestructive material characterization can

[^3]be found in [11]. An extensive review of published research on low velocity as well as ballistic impact on laminated composites can be found in [12].

The exact solution of three-dimensional problems consisting of multilayered, angle-ply laminates of finite thickness and large lateral dimensions subjected to various types of surface loads, has been given in [6-8]. In these papers, the response problem was formulated using triple integral transforms involving one in time and two in space, leading to an exact representation of the elastodynamic field in the transformed frequency-wave number domain. The inversion of the transforms required numerical evaluation of a double wave number integral followed by frequency inversion using the fast Fourier transform algorithm. The main computational effort in this approach involves the accurate evaluation of the double wave-number integral. The evaluation of this integral is extremely difficult due to the presence of singularities within the integration domain and the highly oscillatory nature of the integrands at higher frequencies and large distances between the field and source points.

Although several efficient and accurate methods are available to evaluate the single wave-number integrals which arise for twodimensional problems, $[13,14]$, no such algorithm is available to date to evaluate the double wave number integrals that appear in the corresponding three-dimensional problems. The conventional integration schemes (e.g., Simpson, Gaussian, Clenshaw-Curtis, etc.) require millions of function evaluations, resulting in extremely slow turnaround time. An "adaptive surface-fitting scheme" using material dissipation was used in $[7,8]$ to evaluate the double integral for dissipative media. However, the computational effort is still quite large to achieve the desired degree of accuracy due to its two-dimensional nature and the presence of spikes near points where the integrand becomes singular in the absence of dissipation.
The finite element method (FEM) is also a versatile tool to analyze this class of problems and a dynamic finite element code has been developed by NIST for the calculation of acoustic emission wave forms in isotropic and anisotropic plates [15-17]. This code has been validated with both experimental measurements
and analytical predictions for a variety of source conditions and plate dimensions in isotropic materials. Although the FEM can handle complex geometries and has the capability to accommodate reflections from the lateral boundaries, it is computationally much more intensive than the analytical methods discussed above.

A method for relatively rapid calculation of the wave forms generated by localized dynamic sources in isotropic as well as anisotropic composite plates is presented in this paper. The method involves a new scheme, in which the double integral is transformed, using contour integration, into a single integral, which is then evaluated numerically using conventional integration schemes. This reduces the computational effort significantly. The method is used to calculate the surface motion in a unidirectional graphite/epoxy composite laminate due to a localized dynamic surface load. The results are compared with those obtained from FEM for their mutual verification.

## 2 Problem Formulation

A detailed formulation of the exact and approximate theories, SDPT and CPT, for wave field calculations in composite laminates can be found elsewhere [7,10], and will not be repeated here. The typical wave number integral representation of the surface displacement in three-dimensional problems can be expressed in the form

$$
\begin{equation*}
I=\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{f\left(k_{1}, k_{2}, \omega\right)}{g\left(k_{1}, k_{2}, \omega\right)} e^{i\left(k_{1} x_{1}+k_{2} x_{2}\right)} d k_{1} d k_{2} \tag{1}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are the wave numbers in 1 and 2 directions, respectively, $\omega$ is the circular frequency, and $x_{1}, x_{2}$ are the coordinates of the field point. The functions $f$ and $g$ are obtained from the solution of a system of linear equations of order 6 N , where $N$ is the number of layers. This integral must, in general, be evaluated numerically for a large number ( $>100$ ) of frequency points. As indicated in the Introduction, the integrand undergoes highly irregular and rapid oscillations at higher frequencies and larger propagation distances, and its denominator vanishes at the "poles" on the integration path associated with the guided waves in the plate. In [7], the poles were removed from the path of integration through the introduction of dissipation in the medium, and the double integration was carried out using an adaptive quadrature scheme to reduce the number of function evaluations. Although the method produced accurate results, the computational effort is still quite high, especially for thicker laminates.
2.1 A New Integration Scheme. As an alternative to evaluate the double integral numerically, it is proposed that one integral in Eq. (1) be evaluated by contour integration analytically, using the residue theorem. For example, the $k_{2}$-integral in Eq. (1) can be evaluated by contour integration in the complex plane, keeping $k_{1}$ fixed, resulting in residue contributions at the roots $k_{2}\left(k_{1}\right)$ of $g\left(k_{1}, k_{2}\right)$. The remaining integral with respect to $k_{1}$ can then be integrated numerically. At a given frequency, $g\left(k_{1}, k_{2}\right)$ has a finite number of real roots, and an infinite number of complex roots. The real roots represent the propagating guided waves in the plate, while the complex roots represent nonpropagating modes that decay exponentially with propagation distance from the source. It has been shown [18] that the amplitude of the nonpropagating modes become negligible in comparison with the propagating modes at distances from the source larger than about only a few multiples of the plate thickness. Since this condition is satisfied in most nondestructive evaluation applications, the residue contributions from the complex roots can be ignored without significantly affecting the accuracy of the results.


Fig. 1 The locus of the real roots, $k_{2}\left(k_{1}\right)$ of $g\left(k_{1}, k_{2}\right)$ in the $k_{1}-k_{2}$ plane

For a given frequency, the real roots, $k_{2 r}\left(k_{1}\right)$, of $g\left(k_{1}, k_{2}, \omega\right)$ $=0$ describe closed symmetric curves on the $k_{1}-k_{2}$ plane due to the fact that $g$ is an even function of both $k_{1}$ and $k_{2}$. Each curve corresponds to a fixed propagating mode. In Fig. 1, the first symmetric and antisymmetric (ASO) modes are drawn in the positive quadrant for simplicity. It can be assumed, without loss of generality, that these curves are defined by $g_{1}\left(k_{1}, k_{2}\right)=0$ (symmetric), $g_{2}\left(k_{1}, k_{2}\right)=0$ (antisymmetric), where both $g_{1}$ and $g_{2}$ are even functions of $k_{1}$ and $k_{2}$, and are obtained from the decomposition of $g$ in the form $g=g_{1} g_{2}$. Let us assume that the functions $g_{1}$ $=0$ and $g_{2}=0$ cut the $k_{1}$ axis at the points $\pm k_{0 r 1}$ and $\pm k_{0 r 2}$ as shown in Fig. 1. For a given $k_{1}$, the roots $k_{2}\left(k_{1}\right)$ can be expressed in the form

$$
\begin{gather*}
k_{2}=\sqrt{k_{0 r n}^{2}-\psi_{n}\left(k_{1}\right)}=k_{2 r}, \\
\left|k_{1}\right|<k_{0 r n}=i \sqrt{\psi_{n}\left(k_{1}\right)-k_{0 r n}^{2}}=k_{2 c}, \quad\left|k_{1}\right|>k_{0 r n}, \quad n=1,2 \tag{2}
\end{gather*}
$$

where $\psi_{1}$ and $\psi_{2}$ are even functions of $k_{1}$ and are obtained from the equations $g_{1}=0$ and $g_{2}=0$, respectively, after expressing $k_{2}$ in terms of $k_{1}$. The function $\psi_{n}$ must be equal to $k_{0 r n}^{2}$ when $k_{1}$ equals $\pm k_{0 r n}$. In Eq. (2), $k_{2 c}$ can be pure imaginary or complex depending on the material properties and the range of $k_{1}$ chosen, and the real and imaginary parts of $k_{2 c} \geqslant 0$, for $\left(x_{1}, x_{2}\right)>0$. In reality, analytical expressions for $g_{1}$ and $g_{2}$ cannot be found directly from $g$ using the general plate theory, and for given $k_{1}, k_{2}$ in Eq. (2), must be obtained numerically by setting $g=0$. The integration of Eq. (1) on $k_{2}$ can now be carried by contour integration as

$$
\begin{gather*}
\int_{-\infty}^{\infty} \frac{f\left(k_{1}, k_{2}, \omega\right)}{g\left(k_{1}, k_{2}, \omega\right)} e^{i\left(k_{1} x_{1}+k_{2} x_{2}\right)} d k_{2}=2 \pi i F\left(k_{1}, k_{2 r}, \omega\right) e^{i\left(k_{1} x_{1}+k_{2}, x_{2}\right)} ; \\
\left|k_{1}\right|<k_{0 r n}=2 \pi i G\left(k_{1}, k_{2 c}, \omega\right) e^{i\left(k_{1} x_{1}+k_{2 c} x_{2}\right)} ;\left|k_{1}\right|>k_{0 r n} \tag{3}
\end{gather*}
$$

where

$$
F\left(k_{1}, k_{2 r}, \omega\right)=\frac{f\left(k_{1}, k_{2 r}, \omega\right)}{\left.\frac{d g\left(k_{1}, k_{2}, \omega\right)}{d k_{2}}\right|_{k_{2}=k_{2 r}}}
$$

and

$$
G\left(k_{1}, k_{2 c}, \omega\right)=\frac{f\left(k_{1}, k_{2 c}, \omega\right)}{\left.\frac{d g\left(k_{1}, k_{2}, \omega\right)}{d k_{2}}\right|_{k_{2}=k_{2 c}}}
$$

Thus, the double integration is transformed into a single integral in $k_{1}$ and can be explicitly written as

$$
\begin{align*}
I= & \sum_{n} \frac{2 \pi i}{4 \pi^{2}}\left[\int_{0}^{k_{0 r n}} F\left(k_{1}, k_{2 r}, \omega\right) e^{i\left(k_{1} x_{1}+k_{2 r} x_{2}\right)} d k_{1}\right. \\
& +\int_{0}^{k_{0 r n}} F\left(-k_{1}, k_{2 r}, \omega\right) e^{i\left(-k_{1} x_{1}+k_{2 r} x_{2}\right)} d k_{1} \\
& +\int_{k_{0 r n}}^{\infty} G\left(k_{1}, k_{2 c}, \omega\right) e^{i\left(k_{1} x_{1}+k_{2 c} x_{2}\right)} d k_{1} \\
& \left.+\int_{k_{0 r n}}^{\infty} G\left(-k_{1}, k_{2 c}, \omega\right) e^{i\left(-k_{1} x_{1}+k_{2 c} x_{2}\right)} d k_{1}\right] \tag{4}
\end{align*}
$$

Since $f, g, k_{2 r}, k_{2 c}$ and the derivatives of $g$ with respect to $k_{2}$ are all even functions of $k_{1}, F$ and $G$ are also even functions of $k_{1}$. Therefore, the four integrals in Eq. (4) reduce to

$$
\begin{align*}
I= & \sum_{n} \frac{2 \pi i}{4 \pi^{2}}\left[2 \int_{0}^{k_{0 r n}} F\left(k_{1}, k_{2 r}, \omega\right) e^{i k_{2 r} x_{2}} \cos \left(k_{1} x_{1}\right) d k_{1}\right. \\
& \left.+2 \int_{k_{0 r n}}^{\infty} G\left(k_{1}, k_{2 c}, \omega\right) e^{i k_{2 c} x_{2}} \cos \left(k_{1} x_{1}\right) d k_{1}\right] \tag{5}
\end{align*}
$$

The integral in Eq. (5) can be evaluated numerically by using any suitable integration scheme. However, it should be noted that its integrand is highly oscillatory, especially at high frequencies and large distances from the source. In addition, there is an integrable singularity at $k_{1}=k_{0 r n}$ that appears from the derivative of $g$; it is best handled by expressing $F$ and $G$ in terms of polynomials in $\left(k_{0 r n}-k_{1}\right)$ and $\left(k_{1}-k_{0 r n}\right)$, respectively, near this point, and integrating out exactly. Furthermore, $G$ is a decaying function of $k_{1}$ and the exponential term associated with it gives additional decay for nonzero $x_{2}$. As a consequence, the contribution of the second integrand for large values of $k_{1}$ is negligible. It will be shown later that the contribution of the second integral in Eq. (5) is concentrated within a very small region beyond $k_{0 r n}$ for large values $x_{2}$, and one need not even calculate the complex roots. Thus, one major advantage of the present scheme would be to split the positive $x_{1}-x_{2}$ plane into two halves by the line $\theta=45$ deg, where $\theta$ is measured counter clockwise from the $x_{1}$ axis. The integration on $k_{1}$ can then be performed as described earlier for the observation points located in $\theta>45 \mathrm{deg}$. In order to obtain the solution for the field points located in $\theta<45 \mathrm{deg}$, the order of the integration needs to be reversed. The basic procedure remains same. The current integration scheme will work both in presence and absence of material dissipation. In a mildly dissipative material, the real roots will have a small imaginary part, which can be obtained by means of a number of available techniques (e.g., Muller's method).

In the next section, we use the new method to calculate the response in a number of simple model problems.
2.2 Guided Waves in a Thin Anisotropic Plate (CPT). Assuming that the material of the plate is transversely isotropic with its symmetry axis along its surface, the vertical surface displacement of the plate due to a normal concentrated force $f(t)$ at the origin can be expressed in the form [10]

$$
\begin{equation*}
\bar{u}_{3}\left(x_{1}, x_{2}, 0, \omega\right)=\frac{F(\omega)}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{D_{11} k_{1}^{4}+2\left(D_{12}+2 D_{55}\right) k_{1}^{2} k_{2}^{2}+D_{22} k_{2}^{4}-\rho \omega^{2} H} e^{i\left(k_{1} x_{1}+k_{2} x_{2}\right)} d k_{1} d k_{2} \tag{6}
\end{equation*}
$$

where, $D_{11}, D_{12}, D_{22}$, and $D_{55}$ are functions of the elastic constants of the plate material and $F(\omega)$ is the Fourier transform of the load.

Thus,

$$
\begin{equation*}
f=1, \quad g=D_{11} k_{1}^{4}+2\left(D_{12}+2 D_{55}\right) k_{1}^{2} k_{2}^{2}+D_{22} k_{2}^{4}-\rho \omega^{2} H \tag{7}
\end{equation*}
$$

Setting $g=0$,

$$
\begin{equation*}
k_{2}^{2}=-b k_{1}^{2} \pm \sqrt{b^{2} k_{1}^{4}-c k_{1}^{4}+\frac{\rho \omega^{2} H}{D_{22}}} \tag{8}
\end{equation*}
$$

where

$$
b=\frac{D_{11}+2 D_{55}}{D_{22}}, \quad c=\frac{D_{11}}{D_{22}}
$$

In order to obtain the real roots, for a given $k_{1}$, the positive sign must be chosen for the second term in the right-hand side of Eq. (8). Hence,

$$
\begin{equation*}
k_{2}^{2}=-b k_{1}^{2}+\sqrt{b^{2} k_{1}^{4}-c k_{1}^{4}+c k_{0 r 1}^{4}} \tag{9}
\end{equation*}
$$

where $k_{0 r 1}=\left[\rho \omega^{2} H / D_{11}\right]^{1 / 4}$ gives only one propagating mode. Thus, Eq. (9) can be expressed in the form

$$
\begin{equation*}
k_{2}^{2}=k_{0 r 1}^{2}-\psi_{1}\left(k_{1}\right) \tag{10}
\end{equation*}
$$

where

$$
\psi_{1}\left(k_{1}\right)=k_{0 r 1}^{2}+b k_{1}^{2}-\sqrt{b^{2} k_{1}^{4}-c k_{1}^{4}+c k_{0 r 1}^{4}}
$$

Using Eq. (3),

$$
\begin{align*}
& F\left(k_{1}, k_{2 r}, \omega\right)=\frac{1}{4 D_{22} \alpha\left(k_{1}\right) \sqrt{k_{0 r 1}^{2}-\psi_{1}\left(k_{1}\right)}}, \\
& G\left(k_{1}, k_{2 c}, \omega\right)=\frac{1}{4 D_{22} \alpha\left(k_{1}\right) i \sqrt{\psi_{1}\left(k_{1}\right)-k_{0 r 1}^{2}}} \tag{11}
\end{align*}
$$

where


Fig. 2 Schematic of a loaded unidirectional composite plate showing position of the sensors with respect to the fiber direction

$$
\alpha\left(k_{1}\right)=\left[k_{0 r 1}^{2}-\psi_{1}\left(k_{1}\right)+b k_{1}^{2}\right]
$$

The rest of the calculation can be carried out in a straightforward manner starting from Eq. (4) of Sec. 2.1.

If the plate is isotropic, $b=c=1$, so that $\psi_{1}\left(k_{1}\right)=k_{1}^{2}$. Thus, the first of Eq. (2) produces an equation of a circle in the $k_{1}-k_{2}$ plane with radius $k_{0 r 1}$ centered at the origin. Thus from Eq. (11),
$F\left(k_{1}, k_{2 r}, \omega\right)=\frac{A}{\sqrt{k_{0 r 1}^{2}-k_{1}^{2}}}, \quad G\left(k_{1}, k_{2 c}, \omega\right)=\frac{A}{i \sqrt{k_{1}^{2}-k_{0 r 1}^{2}}}$
where

$$
A=\frac{1}{4 D_{22} k_{0 r 1}^{2}}
$$

Thus, from Eqs. (5) and (6),

where $H_{0}^{1}$ is the Hankel function of first kind and $r=\sqrt{x_{1}^{2}+x_{2}^{2}}$. It can be further shown that the surface displacement in the frequency domain obtained using exact theory [6], and following the same procedure, has the same form as Eq. (13). However, a sum on all propagating modes, $k_{0 r n}$, where $n$ is the number of propagating modes, should be taken in Eq. (13) and $A$ will be a function of $k_{0 r n}$ and the material properties. The time domain response can be obtained after performing inverse Fourier transform on Eq. (13).

## 3 Numerical Results

Numerical results are presented for a unidirectional graphite/ epoxy composite plate subjected to a vertical dynamic point load on its top surface. A loaded unidirectional composite plate with surface mounted sensors is shown in Fig. 2. The elastic properties of the material used in the calculations are given in Table 1.
3.1 Typical Behavior of the Integrand of Wavenumber Integral. The integrand of the approximate solution given in Eq. (10) is plotted in Fig. 3 for propagation at 45 deg to the fibers for

Table 1 Material constants of graphite/epoxy composite material

| Thickness <br> $(\mathrm{mm})$ | Density <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | $C_{11}$ <br> $(\mathrm{GPa})$ | $C_{12}$ <br> $(\mathrm{GPa})$ | $C_{22}$ <br> $(\mathrm{GPa})$ | $C_{23}$ <br> $(\mathrm{GPa})$ | $C_{55}$ <br> $(\mathrm{GPa})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.578 | 160.73 | 6.44 | 13.92 | 6.92 | 7.07 |

$$
\begin{equation*}
\bar{u}_{3}\left(x_{1}, x_{2}, 0, \omega\right)=F(\omega) i A H_{0}^{1}\left(k_{0 r 1} r\right) \tag{13}
\end{equation*}
$$

Fig. 3 Kernel behavior for a unidirectional graphite/epoxy composite plate of thickness 1 mm for propagation along 45 degh for two cases: (a) at a distance 10 mm from the source at 0.1 MHz and (b) at a distance 50 mm from the source at 1.0 MHz (CPT). (i) Locus of real ( $k_{2 r}$ ) and imaginary roots ( $k_{2 c}$ ) of $g\left(k_{1}, k_{2}\right)$ in the $k_{1}-k_{2}$ plane, (ii) absolute plot of Eq. (3), and (iii) real and imaginary parts of the integrand in Eq. (5).

(ii)

Fig. 4 Kernel behavior for a unidirectional graphite/epoxy composite plate of thickness 1 mm for propagation along 90 deg at a distance 50 mm from the source at 1 MHz (exact theory). (i), (ii), and (iii) are the same as that of Fig. 3.
two cases: (a) at a distance of 10 mm from the source at 0.1 MHz , and (b) at a distance of 50 mm from the source at 1.0 MHz . From the first plots of cases (a) and (b), it can be seen that $k_{2}$ is purely imaginary within a small region beyond $k_{0 r 1}$, and becomes complex afterwards. An increase in the amplitude of the function $|G|$ (Eq. (15)) is observed in both cases (second plots) when $k_{2}$ becomes complex. However, as shown in the third plots of Fig. 3, the contributions from the complex values of $k_{2}$ are very small at all frequencies of interest. The contribution is negligible for large distances and high frequencies as shown in case (b). As indicated earlier, the integrand is highly oscillatory at higher frequencies.

A typical plot of the behavior of the integrand in Eq. (5), using exact theory [6] is presented in Fig. 4, for the same plate at 1 MHz , for propagation along 90 deg at a distance of 50 mm from the source. The complex roots are not shown in the plots. The same features are found in this case as well. It can be seen that most of the contribution towards the integral comes from the AS0 mode only.
3.2 Evaluation of the Wave Number Integral. The calculations are carried out for a concentrated vertical surface load in the form [8]


Fig. 5 Time history and spectrum of the source

$$
\begin{equation*}
F\left(x_{1}, x_{2}, t\right)=f(t) \delta\left(x_{1}\right) \delta\left(x_{2}\right) \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
f(t)=\sin \left(\frac{2 \pi t}{\tau}\right)-0.5 \sin \left(\frac{4 \pi t}{\tau}\right), \quad 0<t<\tau \tag{15}
\end{equation*}
$$

The time dependence of the load, $f(t)$, and its Fourier transform, $F(\omega)$, are plotted for $\tau=1 \mu$ s in Fig. 5. The source spectrum is maximum around 1.1 MHz and becomes negligibly small beyond 3 MHz .

The new integration scheme has also been implemented on the exact theory to obtain the time histories of the vertical surface displacement. The results are compared with those from FEM for propagation along $0 \mathrm{deg}, 30 \mathrm{deg}, 60 \mathrm{deg}$, and 90 deg with respect to the fiber direction at a number of field points in Figs. $6(a)-6(d)$. Since the displacements calculated from the CPT diverge greatly from the exact and FEM solutions, the results are omitted for brevity. A third-order elliptic digital filter [19] with a pass band of $0.05-0.65 \mathrm{MHz}$ is applied to all calculated spectra to eliminate high frequency numerical noise. The agreement between the results from the two models is excellent in almost all cases. The time histories of surface motion from the exact theory show the strong influence of the higher order modes at high frequencies, which are absent in those from FEM. This requires further investigation. The arrival time of the peak in the two sets of signals, however, coincides. A recently discovered behavior of the wave forms, namely, phase reversal of the main pulse with propagation distance [20] caused by the strong dispersion of the AS0 mode is also present in the results.

## 4 Concluding Remarks

The time histories of the vertical surface displacement calculated from FEM and exact theory show excellent agreement. The two methods can be combined for efficient and accurate calculation of the wave forms in both near and far fields. The new integration scheme for the evaluation of the double wave-number integral representation of the field involves the numerical computation of only one of the integrals, thus reducing the computational effort significantly. Another major advantage of the current method is that the integration scheme can be exploited to obtain the solution for any specific propagating mode by using a suitable numerical approach. As an example, if only the AS0 mode is chosen for evaluation, the computational effort will be extremely small. The approach can be used for rapid calculation of the elastic waves generated by impact and fatigue damage in plates and should be useful in real time heath monitoring of critical structural components. Extension of the current work to thicker laminates and laboratory experiments are currently underway.


Fig. 6 Time history of vertical surface displacement in a 1 mm thick unidirectional graphite/epoxy composite plate subjected to a point load from exact theory (first column) and FEM (second column), (a) 0 deg propagation, (b) 30 deg propagation, (c) 60 deg propagation, and (d) 90 deg propagation
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## 1 Introduction

Belt-pulley drives have been widely used to transmit power for hundreds of years. The power is transmitted from the driver pulley to the driven pulleys through friction between the belt and the pulleys. The belt-pulley mechanics are important in industrial applications as they impact belt tension, belt life, power transmission efficiency, maximum transmissible moment, and noise. Considerable research has been done in the field of belt mechanics. Fawcett [1] gives a comprehensive review of belt mechanics up to 1981. Two different theories have been used to describe the belt behavior. One is known as creep theory, which assumes that the belt is elastically extensible, friction is developed due to the relative slip motion between the belt and pulley, and a Coulomb law describes the belt-pulley friction. Another model is the shear theory, which addresses shearing deformation of the belt and assumes that the belt is inextensible. The shear theory is developed recently in [2,3]. Alciatore and Traver [4] give a comparison between these two different theories. In this paper the creep theory is adopted with the refinement of incorporating belt bending stiffness.

Johnson [5] gives a review of the classic creep theory. Gerbert [6] analyzes a symmetric system with no belt bending stiffness where the driver and driven pulleys have the same radius. Recently, by considering inertial effects, Bechtel et al. [7] update the classic creep theory to include belt inertia and present a complete solution for a two-pulley belt drive. Independently, Rubin [8] investigates the effects of the same inertia terms and presents a method to find solutions for general multi-pulley systems. Although the derivations in $[7,8]$ seem different, the analysis and main conclusions are essentially the same. The main contribution of these two papers is that they include belt inertia terms and determine the relative errors of prior creep theories that neglect these terms.

In both $[7,8]$, the belt is treated as a string and belt bending stiffness is not considered. Bending stiffness introduces additional, nonuniform tension in the belt due to the induced curvatures in the spans, leads to nonuniform speed along the belt spans,

[^4]alters the wrap angles, and influences performance criteria such as maximum transmissible moment and efficiency. When bending stiffness is appreciable compared to tension stiffness (especially for thick, low tension, or short span belts), the effects of bending stiffness are more significant than the inertia terms introduced in $[7,8]$. The main concern of this study is to investigate the influence of bending stiffness on the steady motion while keeping belt inertia.
The belt is modeled as a moving Euler-Bernoulli beam. Even in the belt spans, the distributions of tension and speed are no longer uniform and there is no explicit analytical solutions for the ordinary differential equations (ODEs) governing the belt spans, in contrast to the string models $[7,8]$. Furthermore, inclusion of the bending stiffness makes the contact points between the belt and pulleys (boundaries for the ODEs) not known a priori. Consequently, the steady motion analysis is governed by boundary value problem with unknown domain. This presents one of the main obstacles. By suitable transformation using ordinary differential equation conversion techniques, however, this problem is formulated as a standard BVP with fixed boundaries. This form is accepted by general-purpose two-point BVP solvers. No spatial discretization (e.g., Galerkin, Ritz) is used; the final result can be viewed as numerically exact. Although the iteration method is presented for two-pulley belt drives, it can be readily extended to multi-pulley drives.
In related works, Wang and Mote [9] and Hwang and Perkins [10] consider belt bending stiffness while investigating a band/ wheel system with two identical pulleys. The steady state analysis in this work and those in $[7,8]$ are different in spirit from those in [9,10], where calculation of the steady state is mainly for subsequent linearized free vibration analysis. The problems discussed here, like the nonuniform tension and speed distributions, belt slip on the pulleys, power transmission efficiency, and maximum transmissible torque, are not addressed in [9,10]. Correspondingly, some simplifying assumptions are adopted in [9,10]. For example, the belt speed is assumed to be uniform throughout the system, variations of belt tension along a span and on the pulleys are not considered, friction between the pulley and belt is neglected, and no energy is dissipated during steady power transmission. In [9], the boundaries of the spans are fixed at the belt-pulley contact points of the string model. In [10], although the belt-pulley contact points are not fixed, the belt is assumed to be inextensible.

Note the present analysis is only an approximation for V-belt drives because V-belt systems have deep grooves that generate seating and unseating zones not modeled here.
Section 2 presents the governing differential equations of the moving Euler-Bernoulli beam in the steady state. Section 3 intro-


Fig. 1 Free body diagram of a moving curved beam
duces techniques to transform the unknown boundary BVP to fixed-boundary form. These techniques are presented for the case where a single belt span wraps around two pulleys. This solution is a fundamental building block for the overall belt-pulley system solution. Section 4 presents the steady state analysis for a twopulley belt drive system. Two different problems are considered. One finds the steady motion when the moments on the pulleys are specified. The second problem finds the maximum transmissible moment that can be exerted on the pulleys. Section 5 presents numerical results corresponding to these two problems.

## 2 Nonlinear Equations of a Moving Curved Beam

Figure 1 shows the free body diagram of an extensible belt, which is modeled as a moving Euler-Bernoulli beam. Rotary inertia and shear deformation are ignored. An Eulerian formulation is adopted for the control volume. The radius of curvature $\rho(s)$ is a function of the arclength coordinate. $f(s)$ and $n(s)$ are contact forces per unit length exerted on the belt.

For steady motions, conservation of mass requires that

$$
\begin{equation*}
G=m(s) V(s)=\mathrm{const} \tag{1}
\end{equation*}
$$

where $m(s)$ is the belt mass density per unit length. EulerBernoulli beam theory requires

$$
\begin{equation*}
M=E I \kappa \tag{2}
\end{equation*}
$$

where $E I$ is the bending stiffness and $\kappa$ is the curvature of the beam. $\kappa$ equals the varying rate of inclination of the beam

$$
\begin{equation*}
\kappa=d \theta / d s \tag{3}
\end{equation*}
$$

where the inclination angle $\theta$ is measured from the due east direction (Fig. 2). The balance of angular momentum with respect to the center of mass of the control volume yields

$$
\begin{equation*}
d M-Q d s=0, \quad Q=d M / d s=E I(d \kappa / d s) \tag{4}
\end{equation*}
$$

Balance of linear momentum projected in the tangential direction leads to

$$
\begin{equation*}
d T-f d s=G d V-Q d \theta \tag{5}
\end{equation*}
$$

Substitution of (2)-(4) into (5) leads to

$$
\begin{equation*}
(T-G V)^{\prime}+E I \kappa \kappa^{\prime}=f \tag{6}
\end{equation*}
$$

where ( ) denotes differentiation with respect to the arclength $s$. Balance of linear momentum projected in the normal direction yields

$$
\begin{equation*}
n d s=(T-G V) d \theta-d Q \tag{7}
\end{equation*}
$$

Substitution of (4) leads to

$$
\begin{equation*}
(T-G V) \kappa-E I \kappa^{\prime \prime}=n \tag{8}
\end{equation*}
$$

The above derivation assumes that $d \theta \ll 1, \quad \cos (d \theta / 2) \approx 1$, $\sin (d \theta / 2) \approx d \theta / 2$, and products of infinitesimal quantities are negligible.
For the belt in the spans, the contact forces $f$ and $n$ are zero, and Eqs. (6) and (8) become

$$
\begin{equation*}
(T-G V)^{\prime}+E I \kappa \kappa^{\prime}=0, \quad(T-G V) \kappa-E I \kappa^{\prime \prime}=0 \tag{9}
\end{equation*}
$$

This converges to the string model [7] when the bending stiffness is zero. Because the curvature is constant for the belt on the pulleys, Eqs. (6) and (8) in these contact regions become

$$
\begin{equation*}
(T-G V)^{\prime}=f, \quad(T-G V) / R=n \tag{10}
\end{equation*}
$$

The governing equations (10) are the same as for a string model [7,8].

## 3 BVP Solver Based Method for Problem With Unknown Boundaries

Figure 2 presents a single belt span stretched between two fixed pulleys. This boundary value problem has unknown boundaries; the belt departure points from the pulleys are determined in the analysis. This case is a key step in the subsequent solution for general belt-pulley systems. Furthermore, it shows the techniques for converting the problem with unknown boundaries into a standard form [11] that can be solved by general purpose BVP solvers.


Fig. 2 Single span boundary value problem with unknown boundaries

For this reduced problem, the belt speed is zero. This reduces (9) to

$$
\begin{equation*}
T^{\prime}+E I \kappa \kappa^{\prime}=0, \quad T \kappa-E I \kappa^{\prime \prime}=0 \tag{11}
\end{equation*}
$$

Three boundary conditions are needed. For reasons to be evident later, the tension at the start point is assumed to be known

$$
\begin{equation*}
T(0)=T_{0} \tag{12}
\end{equation*}
$$

The curvatures $\kappa$ at the two boundaries are specified by the geometric relations (Fig. 2)

$$
\begin{equation*}
\kappa(0)=-1 / R_{1}, \quad \kappa(s=\hat{L})=-1 / R_{2} \tag{13}
\end{equation*}
$$

where $\hat{L}$ is the total arclength of the belt in the span. What makes the problem unusual is that $\hat{L}$ is not known a priori. The geometric requirement is that the curved belt should contact and be tangent with both pulleys.

By applying ODE conversion techniques, the above system is transformed into a standard form defined on the interval $(0,1)$. This formulation is readily accepted by most general-purpose BVP solvers. First, the following nondimensional variables are introduced

$$
\begin{equation*}
\hat{s}=\frac{s}{\hat{L}}, \quad \hat{x}=\frac{x}{\hat{L}}, \quad \hat{y}=\frac{y}{\hat{L}}, \quad \hat{\kappa}=\hat{L} \kappa, \quad \hat{p}=\frac{T \hat{L}^{2}}{E I} \tag{14}
\end{equation*}
$$

where $x(s)$ and $y(s)$ are the rectangular coordinates of belt particles (Fig. 2). Substitution of (14) into (11) yields

$$
\begin{equation*}
\frac{d \hat{p}}{d \hat{s}}+\hat{\kappa} \frac{d \hat{\kappa}}{d \hat{s}}=0, \quad \frac{d^{2} \hat{\kappa}}{(d \hat{s})^{2}}-\hat{p} \hat{\kappa}=0, \quad 0<\hat{s}<1 \tag{15}
\end{equation*}
$$

The boundary conditions (12) and (13) become

$$
\begin{equation*}
\hat{p}(0)=T_{0} \hat{L}^{2} / E I, \quad \hat{\kappa}(0)=-\hat{L} / R_{1}, \quad \hat{\kappa}(1)=-\hat{L} / R_{2} \tag{16}
\end{equation*}
$$

The unknown constant $\hat{L}$ is defined as the function $\hat{L}=\hat{L}(\hat{s})$, governed by

$$
\begin{equation*}
\frac{d \hat{L}}{d \hat{s}}=0, \quad 0<\hat{s}<1 \tag{17}
\end{equation*}
$$

Geometric relations lead to

$$
\begin{equation*}
\frac{d \theta}{d \hat{s}}=\hat{\kappa}, \quad \frac{d \hat{x}}{d \hat{s}}=\cos \theta, \quad \frac{d \hat{y}}{d \hat{s}}=\sin \theta, \quad 0<\hat{s}<1 \tag{18}
\end{equation*}
$$

The corresponding boundary conditions are

$$
\begin{equation*}
[\hat{L}(0) \hat{x}(0)]^{2}+[\hat{L}(0) \hat{y}(0)]^{2}=R_{1}^{2}, \quad \hat{L}(0) \hat{x}(0)=-R_{1} \sin \theta(0) \tag{19}
\end{equation*}
$$

$$
\begin{gather*}
{[\hat{L}(1) \hat{x}(1)-L]^{2}+[\hat{L}(1) \hat{y}(1)]^{2}=R_{2}^{2}} \\
-R_{2} \sin \theta(1)=\hat{L} \hat{x}(1)-L \tag{20}
\end{gather*}
$$

where $L$ is the known distance between the centers of the two fixed pulleys (Fig. 2). Equations (19) and (20) ensure that the belt contacts and is tangent to the bounding pulleys. Tangency is imposed by the angles on the pulleys to the contact points being equal to the span inclination angles $\theta(0)$ and $-\theta(1)$.

The seven boundary conditions (16), (19), and (20) equal the total order of the six differential equations (15), (17), and (18). Equation (15) involving higher derivatives can be reduced to standard first order form with the definitions $q_{1}(\hat{s})=\hat{\kappa}(\hat{s}), q_{2}(\hat{s})$ $=\hat{\kappa}^{\prime}(\hat{s}), q_{1}^{\prime}(\hat{s})=y_{2}(\hat{s})$. The problem is cast entirely on the interval $\hat{s} \in(0,1)$ even though the problem involves unknown boundaries. This standard form is readily accepted by general-purpose, two-point BVP solvers.

There are several advantages of the BVP solver based method: 1) Because there is no spatial discretization and because of the high quality and robustness of state-of-the-art BVP solver codes, the results can be viewed as numerically exact. 2) It is easy to
implement with minimal programming. 3) It not only gives the tension and curvature of the belt but also gives the contact points and explicit positions of the entire belt $[x(s)$ and $y(s)]$ simultaneously.

Further, the method can be extended to other problems that do not seem amenable to a general-purpose BVP solver at first sight. In Section 4, two additional required ODE conversion techniques are presented. One shows how to incorporate an integral term in the BVP system. The other shows how to incorporate an algebraic equation.

## 4 Steady State Analysis of Belt Pulley Drives: An Iteration Method

In this part, the steady motion analysis is presented for a general two pulley belt drive with different pulley radii. Following [7], the specified parameters are driver pulley radius $R_{1}$, driven pulley radius $R_{2}$, center distance between the two fixed pulleys $L$, belt longitudinal stiffness $E A$, constant rotation speed $\omega_{1}$ of the driver pulley, coefficients of friction $\mu_{1}$ and $\mu_{2}$ on the two pulleys, static tension of the belt $T_{i n i}$ of the reference state (where there is no moment exerted on the pulleys and the belt speed is zero), and belt mass flow rate $G$. Due to consideration of the bending stiffness, the reference state tensions are no longer uniform along the belt; $T_{i n i}$ is assumed to be the tension at the midpoints of the spans. (Note that in the string model of [8], instead of specifying $\omega_{1}$ and $G$, the undeformed belt mass per unit length $m_{0}$ and $c=G / m_{0}$ are the chosen parameters. In Section 5.2 and the Appendix, these definitions are shown to be equivalent.)

Two problems are considered: (1) If the moment $M_{2}$ on the driven pulley is specified, one finds the driving moment, distributions of tension, speed, and friction along the belt as well as the slip and adhesion angles on the two pulleys, and (2) the moments on the pulleys are not specified, and one first finds the maximum transmissible moment and then calculates the corresponding steady state mechanics; the implicit condition here is that one or both of the adhesion angles vanishes and no additional moment can be transmitted.

The governing equations for the spans are (9). In the contact zones, the governing equations are (10). On the boundaries between the spans and contact zones, the tension, curvature, and speed must be continuous. To complete the problem, a constitutive law is needed. Following [12], a differential belt element with undeformed length $d s_{o}$ has deformed length

$$
\begin{equation*}
d s=(1+T / E A) d s_{o} \tag{21}
\end{equation*}
$$

and the mass density per unit length $m(s)$ becomes

$$
\begin{equation*}
m(s)=\frac{m_{0} d s_{o}}{d s}=\frac{m_{0}}{1+T / E A} \tag{22}
\end{equation*}
$$

Substitution of (22) into (1) leads to

$$
\begin{equation*}
G=m(s) V(s)=\frac{m_{0}}{1+T / E A} V(s) \tag{23}
\end{equation*}
$$

So, the constitutive law is

$$
\begin{equation*}
T=E A\left(V / V_{r e f}-1\right), \quad V_{r e f}=G / m_{0} \tag{24}
\end{equation*}
$$

as used in [7]. Note that $V_{\text {ref }}$ is not known a priori because only one of $m_{0}$ and $G$ is specified; $V_{r e f}$ is determined in the solution. Finally, the system must satisfy the compatibility condition

$$
\begin{equation*}
L_{T}^{(0)}+L_{S}^{(0)}+L_{\beta_{1}}^{(0)}+L_{\beta_{2}}^{(0)}+L_{\alpha_{1}}^{(0)}+L_{\alpha_{2}}^{(0)}=L^{(0)} \tag{25}
\end{equation*}
$$

where $L_{T}^{(0)}$ and $L_{S}^{(0)}$ are the unstretched lengths for the tight and slack spans, $L_{\alpha_{1}}^{(0)}$ and $L_{\alpha_{2}}^{(0)}$ are the unstretched lengths of the adhesion zones on the driver and driven pulleys, $L_{\beta_{1}}^{(0)}$ and $L_{\beta_{2}}^{(0)}$ are the unstretched lengths of the slip zones on the driver and driven pulleys, and $L^{(0)}$ is the unstretched length of the total belt when it


Fig. 3 Two-pulley belt drive with inclusion of belt bending stiffness
is removed from the pulleys. $L^{(0)}$ can be calculated from the reference state. Physically, the compatibility equation (25) means that the unstretched length computed from the steady state should equal that computed from the reference state, guaranteeing that the same belt is considered [8].

The compatibility equation (25) is that used in [8] and prior belt drive analysis [13]. In [7], the compatibility equation is mistakenly omitted and this makes the derivation inconsistent. Equation (17) in [7] leads to $T_{t}-T_{s}=M / r$. This contradicts their equation (3), which requires that, after integration, $\left(T_{t}-G V_{t}\right)-\left(T_{s}\right.$ $\left.-G V_{s}\right)=M / r$.
4.1 Regular Moment Transmission Problem. In this problem, the moment $M_{2}$ exerted on the driven pulley is a specified value less than the maximum transmissible moment.

To find the driving moment and distributions of tension, speed, and friction along the belt loop, an iteration method is used. The iteration starts from the tight span, which has the following governing ODE

$$
\begin{gather*}
\left(T_{1}-G V_{1}\right)^{\prime}+E I \kappa_{1} \kappa_{1}^{\prime}=0  \tag{26}\\
\left(T_{1}-G V_{1}\right) \kappa_{1}-E I \kappa_{1}^{\prime \prime}=0 \tag{27}
\end{gather*}
$$

where the subscript 1 represents the tight span (subscript 2 represents the slack span). First, the tension at the left boundary (contact point between the driver pulley and the tight span) is assigned an initial guess

$$
\begin{equation*}
T_{1}(0)=T_{1_{-} 0} \tag{28}
\end{equation*}
$$

At the same boundary of the tight span $\left(s_{1}=0\right)$, the speed of the belt is the same as the driver pulley

$$
\begin{equation*}
V_{1}(0)=\omega_{1} R_{1} \tag{29}
\end{equation*}
$$

Substitution of (28) and (29) into the constitutive law (24) leads to

$$
\begin{equation*}
V_{r e f}=\frac{\omega_{1} R_{1}}{1+\left(T_{1_{-} 0} / E A\right)} \tag{30}
\end{equation*}
$$

Thus the relationship between the tension $T_{1}$ and speed $V_{1}$ can be completely determined from (24) (for the assumed $T_{1-0}$ ), and $T_{1}$ $-G V_{1}$ can be treated as one unknown field variable. Equations (28) and (29) give the boundary condition for this unknown field variable. The other two boundary conditions for the governing equations (26) and (27) are

$$
\begin{equation*}
\kappa_{1}(0)=-1 / R_{1}, \quad \kappa_{1}\left(\hat{L}_{1}\right)=-1 / R_{2} \tag{31}
\end{equation*}
$$

where $\hat{L}_{1}$ is the total arclength of the tight span, which is to be determined. This single span problem with unknown boundary $\hat{L}_{1}$ is of the form discussed previously. By adopting the ODE conversion techniques presented earlier, the solution for the tight span can be found.

For the belt in the belt-pulley contact zones, the governing equation (10) is the same as for the string models. All relations for these segments of the belt derived from prior string models $[7,8]$ still hold. For the adhesion zones, the tension and speed are constant. For the sliding zone on the driver pulley (see Fig. 3), (10) and $f=\mu_{1} n$ lead to

$$
\begin{equation*}
\beta_{1}=\frac{1}{\mu_{1}} \ln \frac{T_{1}(0)-G V_{1}(0)}{T_{2}(0)-G V_{2}(0)} \tag{32}
\end{equation*}
$$

where $T_{2}(0)$ and $V_{2}(0)$ are the as yet unknown boundary values of tension and speed for the slack span. For steady operation, the balance of angular momentum on the driver and driven pulleys leads to


Fig. 4 Flowchart of the iteration for the regular transmission problem


Fig. 5 Steady solutions for the system properties specified in Table 1. (a) $E I=0.0015$, (b) $E I=0.015$, and (c) $E I=0.05 \mathrm{~N} \cdot \mathrm{~m}^{2}$.

$$
\begin{equation*}
M_{1} / R_{1}=\int_{0}^{\beta_{1} R_{1}} f_{1} d s=\left[T_{1}(0)-G V_{1}(0)\right]-\left[T_{2}(0)-G V_{2}(0)\right] \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
M_{2} / R_{2}=\left[T_{1}\left(\hat{L}_{1}\right)-G V_{1}\left(\hat{L}_{1}\right)\right]-\left[T_{2}\left(\hat{L}_{2}\right)-G V_{2}\left(\hat{L}_{2}\right)\right] \tag{34}
\end{equation*}
$$

The governing equations for the slack span are

$$
\begin{equation*}
\left(T_{2}-G V_{2}\right)^{\prime}+E I \kappa_{2} \kappa_{2}^{\prime}=0, \quad\left(T_{2}-G V_{2}\right) \kappa_{2}-E I \kappa_{2}^{\prime \prime}=0 \tag{35}
\end{equation*}
$$

Two boundary conditions for (35) are

$$
\begin{equation*}
\kappa_{2}(0)=1 / R_{1}, \quad \kappa_{2}\left(\hat{L}_{2}\right)=1 / R_{2} \tag{36}
\end{equation*}
$$

where $\hat{L}_{2}$ is the total arclength of the slack span (to be determined).

Integration of (26) and the first of (35) yields

$$
\begin{gather*}
{\left[\left(T_{2}\left(s_{2}\right)-G V_{2}\left(s_{2}\right)\right]-\left[\left(T_{1}\left(s_{1}\right)-G V_{1}\left(s_{1}\right)\right]\right.\right.} \\
\quad=-\frac{1}{2} E I \kappa_{2}^{2}\left(s_{2}\right)+\frac{1}{2} E I \kappa_{1}^{2}\left(s_{1}\right)+D \tag{37}
\end{gather*}
$$

where $D$ is a constant. Taking the two choices $s_{1}=0, s_{2}=0$ and then $s_{1}=\hat{L}_{1}, s_{2}=\hat{L}_{2}$ in (37), subtracting the two resulting equations, and using (31) and (36) gives

Table 1 Physical properties of the belt drive with two identical pulleys

| $R_{1}=R_{2}=0.05 \mathrm{~m}$ | $L=\pi R_{1}=0.1571 \mathrm{~m}$ | $E A=25 \mathrm{kN}$ | $\mu_{1}=\mu_{2}=0.6$ |
| :--- | :---: | :---: | :---: |
| $T_{\text {ini }}=50 \mathrm{~N}$ (midspan) | $\omega_{1}=500 \mathrm{rad} / \mathrm{s}$ | $M_{2}=2 \mathrm{~N} \cdot \mathrm{~m}$ | $G=0.5 \mathrm{~kg} / \mathrm{s}$ |

Table 2 Numerical results for the belt drive specified in Table 1

|  |  | $\theta_{1}(0)$ |  |  |  |  |  | $-\theta_{2}(0)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E I$ |  |  |  |  |  |  |  |  |
| $\left(\mathrm{~N} \cdot \mathrm{~m}^{2}\right)$ | $\beta_{1}=\beta_{2}$ <br> $(\mathrm{deg})$ | $\alpha_{1}=\alpha_{2}$ <br> $(\mathrm{deg})$ | $\left.-\theta_{1}\left(\tilde{L}_{1}\right)\right]$ <br> $(\mathrm{deg})$ | $\left.\theta_{2}\left(\hat{L}_{2}\right)\right]$ <br> $(\mathrm{deg})$ | $\hat{L}_{1} / L$ | $L_{2} / L$ |  |  |
| 0 | 109.4 | 70.60 | 0 | 0 | 1 | 1 |  |  |
| 0.0015 | 100.2 | 64.67 | 5.645 | 9.503 | 1.063 | 1.106 |  |  |
| 0.0150 | 87.18 | 50.05 | 16.86 | 25.92 | 1.189 | 1.293 |  |  |
| 0.0500 | 90.26 | 15.91 | 29.82 | 44.00 | 1.339 | 1.511 |  |  |

$$
\begin{align*}
& {\left[T_{2}\left(\hat{L}_{2}\right)-G V_{2}\left(\hat{L}_{2}\right)\right]-\left[T_{1}\left(\hat{L}_{1}\right)-G V_{1}\left(\hat{L}_{1}\right)\right]} \\
& \quad=\left[T_{2}(0)-G V_{2}(0)\right]-\left[\left(T_{1}(0)-G V_{1}(0)\right)\right] \tag{38}
\end{align*}
$$

Comparison of (33), (34), and (38) yields $M_{1}=\left(R_{1} / R_{2}\right) M_{2}$ for steady operation.

Using (28)-(30), (33), $M_{1}=\left(R_{1} / R_{2}\right) M_{2}$ and the constitutive law (24) gives two equations for $T_{2}(0)$ and $V_{2}(0)$, fixing the field variable $T_{2}-G V_{2}$ at $s_{2}=0$. This gives a third boundary condition, in addition to (36), for the governing equations (35) of the slack span. Again, this boundary value problem has the form discussed previously for the single span case and can be solved by a general purpose BVP solver. The sliding angle $\beta_{2}$ on the driven pulley is calculated from (10) and $f=\mu_{2} n$ as $\beta_{2}=\left(1 / \mu_{2}\right) \ln \left\{\left[T_{1}\left(\hat{L}_{1}\right)\right.\right.$ $\left.\left.-G V_{1}\left(\hat{L}_{1}\right)\right] /\left[T_{2}\left(\hat{L}_{2}\right)-G V_{2}\left(\hat{L}_{2}\right)\right]\right\}$.

For the adhesion zones of the belt on pulleys, the adhesion angles are

$$
\begin{equation*}
\alpha_{1}=\pi-\beta_{1}-\theta_{1}(0)+\theta_{2}(0), \quad \alpha_{2}=\pi-\beta_{2}+\theta_{1}\left(\hat{L}_{1}\right)-\theta_{2}\left(\hat{L}_{2}\right) \tag{39}
\end{equation*}
$$

Thus, the steady motion has been calculated for the assumed tension $T_{1_{-} 0}$. This includes the torque on the driver pulley $M_{1}$, the span lengths ( $\hat{L}_{1}, \hat{L}_{2}$ ), the deflected belt shapes in the spans $\left(x_{1}\left(s_{1}\right), y_{1}\left(s_{1}\right), x_{2}\left(s_{2}\right), y_{2}\left(s_{2}\right)\right)$, the tension and speed distributions along the belt $\left(T_{1}\left(s_{1}\right), V_{1}\left(s_{1}\right), T_{2}\left(s_{2}\right), V_{2}\left(s_{2}\right)\right)$, the beltpulley contact points $\left(\theta_{1}(0), \theta_{1}\left(L_{1}\right), \theta_{2}(0), \theta_{2}\left(L_{2}\right)\right)$, and the adhesion and slip zones ( $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$ ).

The calculated result for the assumed tension $T_{1 \_0}$ is a possible steady state that can physically exist. But whether or not it is the same belt specified in the reference state, which has the unstretched length $L^{(0)}$, depends on if the system satisfies the compatibility equation (25). To check the compatibility condition, one must find the unstretched length of the total belt for the assumed $T_{1}(0)=T_{1 \_}$.

For the adhesion and slip zones, the unstretched lengths are

$$
\begin{equation*}
L_{\alpha_{1}}^{(0)}=\frac{\alpha_{1} R_{1}}{1+T_{1}(0) / E A}, \quad L_{\alpha_{2}}^{(0)}=\frac{\alpha_{2} R_{2}}{1+T_{2}\left(\hat{L}_{2}\right) / E A} \tag{40}
\end{equation*}
$$

$$
\begin{align*}
& L_{\beta_{1}}^{(0)}= \int_{0}^{\beta_{1} R_{1}} \frac{1}{1+T\left(s^{*}\right) / E A} d s^{*} \\
&=\left(1-\frac{G V_{r e f}}{E A}\right) \frac{R_{1}}{\mu_{1}} \\
& \times \ln \frac{1+E A /\left[T_{1}(0)-G V_{1}(0)-M_{1} / R_{1}\right]}{1+E A /\left[T_{1}(0)-G V_{1}(0)\right]}  \tag{41}\\
& L_{\beta_{2}}^{(0)}=\left(1-\frac{G V_{r e f}}{E A}\right) \frac{R_{2}}{\mu_{2}} \ln \frac{1+E A /\left[T_{1}\left(\hat{L}_{1}\right)-G V_{1}\left(\hat{L}_{1}\right)-M_{2} / R_{2}\right]}{1+E A /\left[T_{1}\left(\hat{L}_{1}\right)-G V_{1}\left(\hat{L}_{1}\right)\right]} \tag{42}
\end{align*}
$$

where $s^{*}$ is the local arclength for the slip zone of the belt. The unstretched length of the tight span is

$$
\begin{equation*}
L_{T}^{(0)}=\int_{0}^{\hat{L}_{1}} \frac{1}{1+T_{1}\left(s_{1}\right) / E A} d s_{1} \tag{43}
\end{equation*}
$$

To calculate this term, direct integration method could be used because the distribution of the tension $T_{1}\left(s_{1}\right)$ and the total arclength of the tight span $\hat{L}_{1}$ have been calculated. Instead we use an alternative method that integrates the integral term into the standard BVP form for the tight span with little additional effort. We define $I_{T}(s)=\int_{0}^{s}\left\{1 /\left[1+T_{1}\left(s_{1}\right) / E A\right]\right\} d s_{1}$ and add an additional ODE and boundary condition to the corresponding BVP standard form for the tight span

$$
\begin{equation*}
\frac{d I_{T}(s)}{d s}=\frac{1}{1+T_{1}(s) / E A}, \quad 0<s<\hat{L}_{1} \quad \text { with } \quad I_{T}(0)=0 \tag{44}
\end{equation*}
$$

Then $I_{T}\left(\hat{L}_{1}\right)$ is equivalent to the desired integral term $L_{T}^{(0)}$ and is a natural product of the BVP solution. Although the added ODE and boundary condition (44) are written in the dimensional form over the range $\left(0, \hat{L}_{1}\right)$, (14) transforms them into the necessary form on $(0,1)$. Similar operations can be performed on the BVP for the slack span to obtain the unstretched belt length $L_{S}^{(0)}$.

The error between the unstretched length for the assumed $T_{1_{-} 0}$ and the actual unstretched length $L^{(0)}$ (discussed below) is

$$
\begin{equation*}
L_{\text {error }}^{(0)}=\left(L_{T}^{(0)}+L_{S}^{(0)}+L_{\beta_{1}}^{(0)}+L_{\beta_{2}}^{(0)}+L_{\alpha_{1}}^{(0)}+L_{\alpha_{2}}^{(0)}\right)-L^{(0)} \tag{45}
\end{equation*}
$$

Physically, if $L_{\text {error }}^{(0)}<0$, the assumed $T_{1 \_0}$ is larger than the true $T_{1}(0)$ and should be reduced in the next iteration step; $L_{\text {error }}^{(0)}$ $>0$ implies $T_{1_{-} 0}$ is smaller than the true $T_{1}(0) . L_{\text {error }}^{(0)}$ is a monotonically decreasing function of the assumed tension $T_{1 \_0}$. This property allows use of the bisection method in the iteration loop. This gives rapid convergence of the iteration to the true solution.


Fig. 6 Variations of tension in the tight and slack spans for the belt-pulley drive in Table 1


Fig. 7 Deflections of the spans for two different belt-pulley models. (a) and (b) correspond to the current model (symbols denote span endpoints); (c) and (d) correspond to the fixed boundary model in [15]. The system is specified in Table 1.

In this study, the results converge such that $\left|L_{\text {error }}^{(0)} / L^{(0)}\right|<0.1 \%$. The above iteration procedure is summarized in the flowchart in Fig. 4.

The unstretched length of the total belt $L^{(0)}$ must be calculated from the reference state when the analysis follows those in $[7,8]$ and the reference state tension $T_{i n i}$ in a chosen span is specified (instead of $L^{(0)}$ ). Because the span tensions are nonuniform in the reference state when bending stiffness is modeled, this condition is modified such that $T_{i n i}$ is given at an arbitrary point in the belt loop. A similar iteration method as already presented can be applied to obtain $L^{(0)}$ with the only difference that during the trial-and-error process, instead of checking the compatibility condition (25), one checks if the calculated tension at the appropriate point equals the specified value $T_{i n i}$. In practical applications, the more appropriate problem formulation provides the unstretched belt length $L^{(0)}$ instead of $T_{i n i}$. In that case, the iteration to determine $L^{(0)}$ is not necessary.
4.2 Maximum Transmissible Moment Problem. The above iteration method is valid for the case of specified pulley moments. How is this extended to calculate the maximum moment that can be transmitted? One obvious solution is to first specify a small moment $M_{2}$ exerted on the driven pulley and calculate the steady motion by using the above iteration method, then increase the specified moment $M_{2}$ towards the unknown maximum transmissible moment $M_{2_{-} \max }$ until one of the adhesion angles reaches zero. This method is feasible, but it involves two iteration loops. In the following analysis, a modification of the above iteration method is introduced that only involves one iteration loop.

As in the specified moment case, the tension $T_{1}(0)$ changes in each iteration loop. The first step is also the same, namely calculating the steady mechanics for the tight span using the single span BVP building block. After this step, instead of addressing the belt in the contact zones and the belt in the slack span successively, we address both of them simultaneously to find $M_{2_{2} \max }$ (for the assumed $T_{1_{-} 0}$ ) as follows.
The unknown $M_{2 \text { max }}$ is defined as a field variable $M_{2_{-} \max }$ $=M_{2 \_ \text {max }}\left(s_{2}\right)$ governed by

$$
\begin{equation*}
\frac{d M_{2 \_\max }\left(s_{2}\right)}{d s_{2}}=0 \tag{46}
\end{equation*}
$$

forcing $M_{2 \_ \text {max }}$ to be a constant. This ODE is added to the BVP (with unknown boundaries) for the slack span. Correspondingly, one additional boundary condition is needed to make the ODE system complete. Because $M_{2_{2} \max }$ is constant along the domain, the boundary value of $M_{2-\max }(0)$ at $s_{2}=0$ equals the maximum transmissible moment. Substitution of (33) and $M_{1}$ $=\left(R_{1} / R_{2}\right) M_{2 \_ \text {max }}$ into (32) yields

$$
\begin{equation*}
\beta_{1}=-\frac{1}{\mu_{1}} \ln \left[1-\frac{M_{2 \text { _max }}\left(s_{2}=0\right) / R_{2}}{T_{1}(0)-G V_{1}(0)}\right] \tag{47}
\end{equation*}
$$

Similarly, for the belt on the driven pulley,

$$
\begin{equation*}
\beta_{2}=-\frac{1}{\mu_{2}} \ln \left[1-\frac{M_{2 \text { max }}\left(s_{2}=0\right) / R_{2}}{T_{1}\left(\hat{L}_{1}\right)-G V_{1}\left(\hat{L}_{1}\right)}\right] \tag{48}
\end{equation*}
$$

Table 3 Physical properties of the belt drive with two different pulleys

| $R_{1}=0.01 \mathrm{~m}$ | $R_{2}=0.05 \mathrm{~m}$ | $E A=40 \mathrm{kN}$ | $\mu_{1}=\mu_{2}=1$ |
| :--- | :---: | :---: | :---: |
| $T_{\text {ini }}=800 \mathrm{~N}$ (midspan) | $m_{0}=\rho_{0}^{*} A=0.0056 \mathrm{~kg} / \mathrm{s}$ | $L=0.1 \mathrm{~m}$ | $c_{c r}=374 \mathrm{~m} / \mathrm{s}$ |

Without loss of generality, we assume that full slip appears first on the driver pulley ( $\alpha_{1}=0$ ). Substitution of (47) into the first of (39) yields

$$
\begin{equation*}
\pi+\frac{1}{\mu_{1}} \ln \left[1-\frac{M_{2 \_\max }\left(s_{2}=0\right) / R_{2}}{T_{1}(0)-G V_{1}(0)}\right]-\theta_{1}(0)+\theta_{2}(0)=0 \tag{49}
\end{equation*}
$$

where $\theta_{1}(0)$ has been calculated in the last step when solving the BVP for the tight span. Equation (49) serves as the required additional boundary condition for the ODE (46). The rest of the iteration process is the same as discussed previously. $M_{2^{2}} \max$ emerges naturally as part of the solution along with all other quantities giving the mechanics for $M_{2}=M_{2 \text { _max }}$.

Since most general-purpose BVP solvers can not directly handle coupled BVP/algebraic equations, this conversion technique is useful in general for addressing such coupled systems.

## 5 Results and Discussion

Two example two-pulley belt drives are examined. The first is for the regular moment transmission problem. Except for the bending stiffness, all specified data of this drive (Fig. 5) are the same as for the string model example in [7]. The second example is for the maximum transmissible moment problem. Except for the bending stiffness, all specified data of this drive (Fig. 8) are the same as in [8]. The uniform reference state span tensions specified in [7] and [8] are taken to be midspan tensions in the present analysis where span tension is nonuniform.

Three different belt bending stiffness values are considered in the examples ( $E I=0.0015,0.015,0.05 \mathrm{~N} \cdot \mathrm{~m}^{2}$ ). All are within practical estimates for poly-ribbed belts. For V-belts, the bending stiffness can be much larger.
5.1 Example of Regular Moment Transmission Problem. The data for this system are specified in Table 1. The calculated results for slip/adhesion zones, belt-pulley departure points $\theta_{1,2}(0)$, and span lengths are presented in Table 2 for three values of bending stiffness. The deflected belt shapes are shown in Fig. 5, where the strokes of the belt in the spans are thickened. Bending stiffness decreases the wrap angles. For appreciable bending stiffness, the adhesion angles are reduced significantly. Notice that the belt transverse deflections are significantly increased for large bending stiffness. Figure 6 shows the tension variations in the spans. When $E I=0$, this converges to the string model where the tension and speed are uniform throughout the spans [7,8]. Large percentage increases in belt tension result with increased bending stiffness, and this impacts belt life. Comparing line lengths in Fig. 6 shows the increased span lengths for increased bending stiffness. Note the variations of speed in the spans, which are easily calculated from (24), are low ( $<0.04 \%$ ) because $E A$ is very large. In the adhesion zones, the tension and speed are uniform; in the sliding zones, the tension and speed are exponentially distributed, similar to the string models.

Figures $7 a, b$ give the span deflections. The boundaries of the spans change as the bending stiffness changes. In the literature, an alternative theory concerning bending stiffness in belt-pulley systems has been used $[9,14-16]$. These works assume that the boundaries of the spans are fixed at the belt-pulley contact points of the string model, the speed is uniform throughout the system, the tensions are uniform throughout the spans, and at the boundaries the beam displacement satisfies $\left.E I w_{, x x}\right|_{B C}= \pm E I / r$, where $r$ is the radius of the pulley. Figures $7 c, d$ give the deflections of the spans derived from the fixed boundary analysis of Kong and

Parker [15]. Comparison of results from these two theories shows that as the bending stiffness increases, the differences are pronounced.
5.2 Example of Maximum Transmissible Moment Problem. Following [8], the data are specified in Table 3. $c_{c r}$ is the critical speed for the string model, that is, the speed where the belt expands such that the maximum transmissible moment vanishes. Note that in the string model of [8], instead of specifying $\omega_{1}$ and $G, m_{0}$ and $c$ (or $C=c / c_{c r}, 0 \leqslant C \leqslant 1$ ) are specified. This does not change the definition of the problem because $c=V_{\text {ref }}$ and $m_{0}$ $=G / V_{\text {ref }}$ [see Eq. (24) and the Appendix for the reasoning]. For


Fig. 8 Steady solutions for the system properties specified in Table 3. Full slip occurs on the driver pulley. (a) $E I=0.0015$, (b) $E I=0.015$, and (c) $E I=0.05 \mathrm{~N} \cdot \mathrm{~m}^{2}$.


Fig. 9 Comparison of maximum transmitted moment $M_{\max }=M_{2 \text { max }} / T_{i n i} R_{2}$, power efficiency $\eta, T_{t_{\text {midspan }}} / T_{i n i}$, and $T_{s_{\text {_midspan }}} / T_{\text {ini }}$ between the string and beam models for the belt drive in Table 3
any assumed $T_{1 \_0}, c$ and $m_{0}$ can be obtained from $G$ and $\omega_{1}$, or vice versa. For example, suppose $c$ and $m_{0}$ are specified. Then $G=m_{0} c$ and, using (30),

$$
\omega_{1}=\frac{V_{r e f}}{R_{1}}\left(1+\frac{T_{1 \_0}}{E A}\right)=\frac{c}{R_{1}}\left(1+\frac{T_{1_{\_} 0}}{E A}\right)
$$

Figure 8 depicts the steady states of the belt drive transmitting maximum moment at $c=c_{c r} / 2$; full slip occurs on the driver pulley, $\alpha_{1}=0$. When $E I=0$, the results are for the string model. Especially for pulleys of small radius, the wrap angle is reduced significantly with increasing bending stiffness as shown by the belt-pulley departure angles listed on the figure. Because generally it is the small pulley that first reaches the full slip state, and this determines the maximum transmissible moment, inclusion of the bending stiffness can greatly reduce the maximum transmissible moment, as shown in Fig. 9.

In Fig. 9, four nondimensional variables are plotted with respect to $C=c / c_{c r}$ at different bending stiffness values: $M_{\max }$ $=M_{2_{-} \max } /\left(T_{i n i} R_{2}\right), T_{t_{-} \text {midspan }} / T_{\text {ini }}, T_{s_{-} \text {midspan }} / T_{\text {ini }}$, and $\eta$, where $T_{t_{-} \text {midspan }}$ and $T_{s_{-} \text {midspan }}$ are tensions at the midpoints of the tight and slack spans, respectively, and the power efficiency $\eta$ is defined as the ratio between the power of the driven pulley and the driver pulley

$$
\begin{equation*}
\eta=\frac{M_{2} \omega_{2}}{M_{1} \omega_{1}}=\frac{V_{2}\left(\hat{L}_{2}\right)}{V_{1}(0)}=\frac{1+\left(T_{2}\left(\hat{L}_{2}\right) / E A\right)}{1+\left(T_{1}(0) / E A\right)} \tag{50}
\end{equation*}
$$

Figure 9 shows that increasing the bending stiffness significantly decreases the maximum transmissible moment and increases the power efficiency $\eta$. The significant overestimation of the maximum transmissible moment using the string model can lead to poor performance and unanticipated full belt slip, especially for belts with appreciable bending stiffness. Bending stiffness reduces
the effects of belt speed $C$ on the steady motion; variations of the nondimensional variables over the same range of $C$ are decreased for increasing bending stiffness.

## 6 Conclusions

Belt bending stiffness is included in the steady state analysis of belt-pulley systems where belt inertia is also modeled. An iterative solution is presented to determine the deflections of the belt, beltpulley contact points, span lengths, and the distributions of speed, tension, and friction along the belt. Inclusion of bending stiffness leads to initially unknown belt-pulley contact points, yielding a governing boundary value problem (BVP) with undetermined boundaries. This requires a transformation of the governing equations to a standard ODE form with fixed boundaries. This form is readily accepted by general-purpose BVP solver codes. The main conclusions include:

1. Inclusion of bending stiffness leads to nonuniform speed and tension in the spans and reduces the belt wrap angles on pulleys, especially for small radii. Span tensions, which directly impact belt life, increase markedly with bending stiffness.
2. Bending stiffness decreases the wrap angles, causes earlier full slip of the belt on the pulleys, increases the power efficiency $\eta$, and decreases the maximum transmissible moment. Some of these effects are pronounced for appreciable bending stiffness and may cause poor performance in systems designed based on string model analysis.
3. The effects of belt speed on the steady motion are reduced as the bending stiffness increases.
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## Appendix: Relationship With Results of [8]

Because in [8], Eq. (16) $)_{4}$ is $d_{i}=1+T_{i} / E A$ and Eq. (23) $)_{2}$ is $\omega_{i}=c d_{i} / R_{i}$,

$$
\begin{equation*}
T_{i}=E A\left(\omega_{i} R_{i} / c-1\right) \tag{A1}
\end{equation*}
$$

Comparison of (24), (29), and (A1) leads to

$$
\begin{equation*}
c=V_{r e f} \tag{A2}
\end{equation*}
$$

Equations (24) and (A2) yield $G=m_{0} c$.

## References

[1] Fawcett, J. N., 1981, "Chain and Belt Drives-a Review," Shock Vib. Dig., 13(5), pp. 5-12.
[2] Firbank, T. C., 1970, "Mechanics of Belt Drives," Int. J. Mech. Sci., 12, pp. 1053-1063.
[3] Gerbert, G. G., 1991, "On Flat Belt Slip," Veh. Tribol. Ser., 16, pp. 333-339.
[4] Alciatore, D. G., and Traver, A. E., 1995, "Multipulley Belt Drive Mechanics: Creep Theory vs Shear Theory," ASME J. Mech. Des., 117, pp. 506-511.
[5] Johnson, K. L., 1985, Contact Mechanics, Cambridge University Press, Cambridge.
[6] Gerbert, G., 1999, Traction Belt Mechanics, Chalmers University of Technology, Sweden.
[7] Bechtel, S. E., Vohra, S., Jacob, K. I., and Carlson, C. D., 2000, "The Stretching and Slipping of Belts and Fibers on Pulleys," ASME J. Appl. Mech., 67, pp. 197-206.
[8] Rubin, M. B., 2000, "An Exact Solution for Steady Motion of an Extensible Belt in Multipulley Belt Drive Systems," ASME J. Mech. Des., 122, pp. 311316.
[9] Wang, K. W., and Mote, C. D. Jr., 1986, "Vibration Coupling Analysis of Band/Wheel Mechanical Systems," J. Sound Vib., 109, pp. 237-258.
[10] Hwang, S. J., and Perkins, N. C., 1994, "High Speed Stability of Coupled Band/Wheel Systems: Theory and Experiment," J. Sound Vib., 169(4), pp. 459-483.
[11] Ascher, U., and Russell, R., 1981, "Reformulation of Boundary Value Problems Into 'Standard' Form," SIAM Rev., 23, pp. 238-254.
[12] Leamy, M. J., 2005, "On a New Perturbation Method for the Analysis of Unsteady Belt-Drive Operation," ASME J. Appl. Mech., in press.
[13] Beikmann, R. S., Perkins, N. C., and Ulsoy, A. G., 1996, "Design and Analysis of Automotive Serpentine Belt Drive Systems for Steady State Performance," ASME J. Mech. Des., 119, pp. 162-168.
[14] Mote, C. D., Jr., and Wu, W. Z., 1985, "Vibration Coupling in Continuous Belt and Band Systems," J. Sound Vib., 102, pp. 1-9.
[15] Kong, L., and Parker, R. G., 2003, "Equilibrium and Belt-Pulley Vibration Coupling in Serpentine Belt Drives," ASME J. Appl. Mech., 70(5), pp. 739750.
[16] Kong, L., and Parker, R. G., "Coupled Belt-Pulley Vibration in Serpentine Drives With Belt Bending Stiffness," ASME J. Appl. Mech., 71, pp. 109-119.

# An Electric Node Concept for Solid-Shell Elements for Laminate Composite Piezoelectric Structures 


#### Abstract

The eight-node solid-shell finite element models have been developed for the analysis of laminated composite plate/shell structures embedded with piezoelectric actuators and sensors. To resolve the locking problems of the solid-shell elements in laminated materials and improve accuracy, the assumed natural strain method and hybrid stress method are employed. Introduction of the concept of the electric nodes can effectively eliminate the burden of constraining the equality of the electric potential for the nodes lying on the same electrode. Furthermore, the nonlinear electric potential distribution in piezoelectric layer is described by introducing internal electric potential. The developed finite element models, especially electric potential node model, are simpler over other models but can still obtain same accuracy as exact solution described. Several examples are studied and compared with exact solution and other predicted results to illustrate the accuracy of the present model, and efficacy and effect caused by nonlinear electric potential distribution on frequency and electric fields in smart structure modeling. [DOI: 10.1115/1.1827249]


## 1 Introduction

Piezoelectric materials have attracted significant attention due to their potential application in sensors and actuators because piezoelectric materials are coupled with mechanical and electrical properties. Recent advances in design and manufacturing technologies have greatly enhanced the use of advanced fiberreinforced composite materials in aircraft and aerospace structural applications. As a consequence, the integration of composite materials and adaptive structures with the smart system could potentially result in significant improvement in the performance and reliability of aircrafts, space structures, satellites, and other advanced structures. Such materials will combine the superior mechanical properties of composite materials as well as inherent capability to sense and adapt their static and dynamic responses. However, this effort requires the development of admissible mechanics entailing capabilities to model the unified electromechanical response of sensory/active structures including the coupling between sensors and actuators. For smart structures, experimental models, and prototypes are limited to relatively simple structures, such as beams and plates. Thus, in practical applications, finite element techniques provide the versatilities in modeling, simulation, and analysis of engineering designs in modern smart/ intelligent material and structures.

There have been many theories and models proposed for the analysis of laminated composite plates containing active and passive piezoelectric layers [1-19]. Owing to the geometric complexity of surfaces bonded with sensors and actuators which are most conveniently be modeled by continuum elements (no rotational d.o.f.), many of the developed finite element models are continuum in nature [7-11]. However, strict considerations of locking deficiencies are often lacking in the course of developing these

[^5]finite element models. It is unfortunate that solid elements, when applied to plate and shell analyses, can be plagued by the largest number of finite element deficiencies which include shear, membrane, trapezoidal, thickness, and dilatational lockings. Hence, solid-to-plate/shell transition elements may have to be adopted whereas excessive aspect ratios of the solid and transition elements must be avoided. Alternatively, transition elements can be avoided by introducing numerical constraints to tie up the rotations in plate/shell elements with the translations in the solid elements. This practice is tedious and also adversely affects the condition of the system equation. Moreover, for piezoelectric element, most of researchers use simplified approximations attempting to replicate the electric field generated by a piezoelectric layer under an external electric field or applied load. Very often the electric potential distribution is assumed to vary linearly in through-thickness of piezoelectric layer. An exact solution for piezoelectric laminate plates has shown that the distribution of electric field given by Heyliger and Saravanos [12] is often poorly modeled using simplified theories. According to the results of this exact solution, the electric field distribution in piezoelectric layer is not constant. For the finite element model reported by Saravanos et al. [3], each layer is modeled using independent approximations for the in-plane displacement components and the electrostatic potential in a unified representation, as mandated by the linear theory of piezoelectricity. The predicted results reported by Saravanos et al. [3] are well closer with exact solution, indicating that electric field distribution through-thickness in piezoelectric layer is not constant.
In this paper, an eight-node hybrid stress and assumed strain (ANS) solid-shell element for laminate composite structures is used. Since piezoelectric patches are always coated with electrons, which constitute equal-potential surfaces, the concept of electric nodes is introduced. The introduction of the electric nodes can effectively eliminate the burden of constraining the equality of the electric potential for the nodes lying. To model the distribution of electric field through thickness in piezoelectric layer, the electric potential distribution is assumed to vary second-order or to be linear instead of constant through thickness in the piezoelectric layer by introducing internal electric potential of piezoelectric element.


Fig. 1 An eight-node thin hexahedral solid element

## 2 Geometric and Kinematic Interpolation

Figure 1 shows an eight-node hexahedral element in which $\xi, \eta$, and $\zeta$ are the natural coordinates. Let $\zeta$ be aligned with the transverse direction of the shell; the geometric and displacement interpolation can be expressed as:

$$
\begin{align*}
\mathbf{X}(\xi, \eta, \zeta) & =\sum_{i=1}^{4} N_{i}(\xi, \eta)\left(\frac{1+\zeta}{2} \mathbf{X}_{i}^{+}+\frac{1-\zeta}{2} \mathbf{X}_{i}^{-}\right) \\
& =\left(\mathbf{a}_{0}+\mathbf{a}_{1} \xi+\mathbf{a}_{2} \eta \xi+\mathbf{a}_{3} \eta\right)+\zeta\left(\mathbf{b}_{0}+\mathbf{b}_{1} \xi+\mathbf{b}_{2} \eta \xi+\mathbf{b}_{3} \eta\right) \\
& =\mathbf{X}_{0}+\zeta \mathbf{X}_{n} \tag{1}
\end{align*}
$$

$$
\begin{align*}
\mathbf{U}(\xi, \eta, \zeta) & =\sum_{i=1}^{4} N_{i}(\xi, \eta)\left(\frac{1+\zeta}{2} \mathbf{U}_{i}^{+}+\frac{1-\zeta}{2} \mathbf{U}_{i}^{-}\right) \\
& =\mathbf{N}(\xi, \eta) \mathbf{q}_{0}+\zeta \mathbf{N}(\xi, \eta) \mathbf{q}_{n}=\mathbf{U}_{0}+\zeta \mathbf{U}_{n} \tag{2}
\end{align*}
$$

where $N_{1}=(1-\xi)(1-\eta) / 4, N_{2}=(1+\xi)(1-\eta) / 4, N_{3}=(1+\xi)$ $\times(1+\eta) / 4, N_{4}=(1-\xi)(1+\eta) / 4, \mathbf{X}, \mathbf{X}_{i}^{+}$, and $\mathbf{X}_{i}^{-}$are the coordinate vectors, its value at the $i^{+}$and $i^{-}$nodes of the element, respectively. $\mathrm{U}, \mathbf{U}_{i}^{+}$, and $\mathbf{U}_{i}^{-}$are the displacement vectors with respect to the global Cartesian coordinates, its value at the $i^{+}$and $i^{-}$nodes of the element, respectively,

$$
\begin{gathered}
\mathbf{N}(\xi, \eta)=\left[N_{1} \mathbf{I}_{3}, N_{2} \mathbf{I}_{3}, N_{3} \mathbf{I}_{3}, N_{4} \mathbf{I}_{3}\right], \quad \mathbf{q}_{0}=\frac{1}{2}\left\{\begin{array}{l}
\mathbf{U}_{1}^{+}+\mathbf{U}_{1}^{-} \\
\mathbf{U}_{2}^{+}+\mathbf{U}_{2}^{-} \\
\mathbf{U}_{3}^{+}+\mathbf{U}_{3}^{-} \\
\mathbf{U}_{4}^{+}+\mathbf{U}_{4}^{-}
\end{array}\right\}, \\
\mathbf{q}_{n}=\frac{1}{2}\left\{\begin{array}{l}
\mathbf{U}_{1}^{+}-\mathbf{U}_{1}^{-} \\
\mathbf{U}_{2}^{+}-\mathbf{U}_{2}^{-} \\
\mathbf{U}_{3}^{+}-\mathbf{U}_{3}^{-} \\
\mathbf{U}_{4}^{+}-\mathbf{U}_{4}^{-}
\end{array}\right\},
\end{gathered}
$$

where $\mathbf{I}_{m}$ is the $m$ th order identity matrix.
To resolve the trapezoidal and shear locking in the eight-node elemen [5,20-24], ANS is employed. Truncating the first- and second-order $\zeta$-terms in transverse shear strains and the tangential strains, respectively, the physical strains can be expressed as:

$$
\begin{align*}
\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{=} \\
\varepsilon_{\|}
\end{array}\right\}=\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{x} \\
\varepsilon_{y} \\
\gamma_{x y} \\
\varepsilon_{z}
\end{array}\right\} & =\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{m}+\zeta \boldsymbol{\varepsilon}_{b} \\
\boldsymbol{\varepsilon}_{\|}
\end{array}\right\}=\left[\begin{array}{c}
\mathbf{B}_{m}+\zeta \mathbf{B}_{b} \\
\mathbf{B}_{\|}
\end{array}\right] \mathbf{q}^{e} \\
\boldsymbol{\gamma} & =\left\{\begin{array}{c}
\gamma_{z x} \\
\gamma_{z y}
\end{array}\right\}=\mathbf{B}_{t} \mathbf{q}^{e} \tag{3}
\end{align*}
$$

where B's are independent of $\zeta$ and $\mathbf{q}^{e}$ is the element displacement vector.


Fig. 2 The solid elements modeling the same piezoelectric patch/film share the same electric node, i.e., connectivity for l.h. element: [a,c,j,h,b,d,k,i,p]; connectivity for rh element: [c,f,m,j,d,g,n,k,p]

## 3 Solid-Shell Element for Piezoelectric Patches

Although it is often assumed that the distribution of electric potential varies linearly through thickness in piezoelectric layer, an exact solution for piezoelectric laminate plates given by Heyliger and Saravanos [12] has shown the nonlinear distribution of electric potential. Moreover, the electric potential distributed in piezoelectric material is generally function of place space. Practically, electropolar direction is perpendicular to in-plane of the piezoelectric patch as sensor and/or actuator. Thus, the same piezoelectric patch/film (i.e., it has the same electrode) has the same electric potential on its same surface. For generic piezoelectric solid elements, each node is equipped with three translations and one electric potential as the nodal d.o.f.s. It is necessary to constrain the equality of the electric d.o.f.s of the nodes on the same electrode. To avoid this task, the electric d.o.f.s are separated from the kinetic nodes. It should be noted that unlike kinetic nodes, electric nodes have no coordinates.

Figure 2 shows two elements modeling the same piezoelectric patch in which two elements only need three electric d.o.f.s grouped under the electric node "p." To model real throughthickness electric field distribution in piezoelectric layer, the electric potential distribution is assumed to vary with second-order through thickness by introducing internal electric potential of piezoelectric element. Electric potential $\phi$ can, hence, be expressed as:

$$
\begin{align*}
\phi & =\frac{1}{2}(1+\zeta) \phi_{\mathrm{top}}+\frac{1}{2}(1-\zeta) \phi_{\mathrm{bottom}}+\left(1-\zeta^{2}\right) \phi_{\mathrm{in}}^{e} \\
& =\left[\frac{1+\zeta}{2} \frac{1-\zeta}{2}\right] \boldsymbol{\Phi}^{e}+\left(1-\zeta^{2}\right) \phi_{\mathrm{in}}^{e} \tag{4}
\end{align*}
$$

where $\boldsymbol{\Phi}^{e}=\left\{\phi_{\text {top }}, \phi_{\text {bottom }}\right\}^{T}$ is the electric potential of node " $p, "$ $\phi_{\text {top }}, \phi_{\text {bottom }}$, and $\phi_{\text {in }}^{e}$ are the top, bottom, and internal electric potential of the piezoelectric patch. The electric field in the transverse direction with respect to the local Cartesian system is derived from the above potential expression as:

$$
\begin{align*}
E_{z} & =-\phi_{, z}=-\frac{1}{\left\|\mathbf{X}_{n}\right\|}\left(\left[\frac{1}{2}-\frac{1}{2}\right] \boldsymbol{\Phi}^{e}-2 \zeta \phi_{i n}^{e}\right)=-\mathbf{B}_{e} \mathbf{\Phi}^{e}-\zeta B_{e i} \phi_{i n}^{e} \\
& =E_{C}+\zeta E_{L} \tag{5}
\end{align*}
$$

where $\mathbf{B}_{e}$ is the electric field-electric potential matrix in the transverse direction.

Furthermore, transverse shear response is assumed to be uncoupled from the others. Since two of the electric field components vanish and the poling direction is always aligned with the transverse direction, the piezoelectric constitutive relation can therefore be expressed as

$$
\begin{gather*}
\left\{\begin{array}{c}
\sigma_{=} \\
\sigma_{\|} \\
D_{z}
\end{array}\right\}=\left[\begin{array}{ccc}
\mathbf{C}_{=} & \mathbf{C}_{\times} & -\mathbf{e}_{=}^{T} \\
\mathbf{C}_{\times}^{T} & C_{\|} & -e_{33} \\
\mathbf{e}_{=} & e_{33} & \kappa_{33}^{\varepsilon}
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{=} \\
\boldsymbol{\varepsilon}_{\|} \\
E_{z}
\end{array}\right\}, \\
\text { or }\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{=} \\
\varepsilon_{\|} \\
D_{z}
\end{array}\right\}=\left[\begin{array}{ccc}
\mathbf{S}_{=} & \mathbf{S}_{\times} & \mathbf{d}_{=}^{T} \\
\mathbf{S}_{\times}^{T} & \mathbf{S}_{\|} & d_{33} \\
\mathbf{d}_{=} & d_{33} & \kappa_{33}^{\sigma}
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\sigma}_{=} \\
\boldsymbol{\sigma}_{\|} \\
E_{z}
\end{array}\right\}, \\
\boldsymbol{\tau}=\left\{\begin{array}{c}
\tau_{z x} \\
\tau_{z y}
\end{array}\right\}=\mathbf{C}_{t}\left\{\begin{array}{c}
\gamma_{z x} \\
\gamma_{z y}
\end{array}\right\}=\mathbf{C}_{t} \boldsymbol{\gamma}, \tag{6}
\end{gather*}
$$

where

$$
\left\{\begin{array}{c}
\boldsymbol{\sigma}_{=}  \tag{7}\\
\varepsilon_{\|} \\
D_{z}
\end{array}\right\}=\left[\begin{array}{ccc}
\mathbf{A} & \mathbf{B} & \mathbf{G} \\
-\mathbf{B}^{T} & D & F \\
-\mathbf{G}^{T} & F & R
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{=} \\
\boldsymbol{\sigma}_{\| \|} \\
E_{z}
\end{array}\right\}=\left[\begin{array}{c}
\mathbf{S}_{=}^{-1} \\
\mathbf{S}_{\times}^{T} \mathbf{S}_{=}^{-1} \\
\mathbf{S}_{\times}^{T} \mathbf{S}_{=}^{-1} e_{33}+\mathbf{e}_{=}
\end{array}\right.
$$

Note, that $\boldsymbol{\varepsilon}_{m}, \boldsymbol{\varepsilon}_{b}, \boldsymbol{\varepsilon}_{h}$, and $E_{z}$ [see Eqs. (3) and (5)] are independent of $\zeta$, and the element thickness stress $\boldsymbol{\sigma}_{\square}$ is assumed to be independent of $\zeta$. To achieve higher computational efficiency, the second-order $\zeta$ terms in the in-plane strain are often truncated whereas only the zero order $\zeta$ term is retained in the Jacobian determinant that following will turn up. From Eqs. (3), (5), and (7) we have

$$
\begin{aligned}
& \bar{\varepsilon}_{\| \mid}=\frac{1}{2} \int_{-1}^{+1}\left(\left[\begin{array}{lll}
-\mathbf{B}^{T} & D & F
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{=} \\
\boldsymbol{\sigma}_{\|} \\
E_{z}
\end{array}\right\}\right) \mathrm{d} \zeta \\
& =\frac{1}{2} \int_{-1}^{+1}\left[\begin{array}{lllll}
-\mathbf{B} & D & -\zeta \mathbf{B} & F & \zeta F
\end{array}\right] \mathrm{d} \zeta \cdot\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{m} \\
\boldsymbol{\sigma}_{\|} \\
\boldsymbol{\varepsilon}_{b} \\
E_{C} \\
E_{L}
\end{array}\right\}, \\
& \left\{\begin{array}{c}
\overline{\boldsymbol{\sigma}}_{m} \\
\overline{\boldsymbol{\sigma}}_{b} \\
\bar{D}_{C} \\
\bar{D}_{L}
\end{array}\right\}=\frac{1}{2} \int_{-1}^{+1}\left\{\begin{array}{c}
\boldsymbol{\sigma}_{=} \\
\zeta \boldsymbol{\sigma}_{=} \\
D_{z} \\
\zeta D_{z}
\end{array}\right\} \mathrm{d} \zeta \\
& =\frac{1}{2} \int_{-1}^{+1}\left[\begin{array}{ccccc}
\mathbf{A} & \mathbf{B} & \zeta \mathbf{A} & \mathbf{G} & \zeta \mathbf{G} \\
\zeta \mathbf{A} & \zeta \mathbf{B} & \zeta^{2} \mathbf{A} & \zeta \mathbf{G} & \zeta^{2} \mathbf{G} \\
-\mathbf{G}^{T} & F & -\zeta \mathbf{G}^{T} & R & \zeta R \\
-\zeta \mathbf{G}^{T} & \zeta F & -\zeta^{2} \mathbf{G}^{T} & \zeta R & \zeta^{2} R
\end{array}\right] \mathrm{d} \zeta \\
& \left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{m} \\
\boldsymbol{\sigma}_{\|} \\
\boldsymbol{\varepsilon}_{b} \\
E_{C} \\
E_{L}
\end{array}\right\}
\end{aligned}
$$

which can be collected as:

$$
\left\{\begin{array}{c}
\overline{\boldsymbol{\sigma}}  \tag{8}\\
\overline{\mathbf{D}}_{\|}
\end{array}\right\}=\left[\begin{array}{c|cc}
\overline{\mathbf{C}}_{\perp} & -\overline{\mathbf{e}}_{0}^{T} & -\overline{\mathbf{e}}_{1}^{T} \\
\hline \overline{\mathbf{e}}_{0} & \overline{\boldsymbol{\kappa}}_{0}^{\varepsilon} & \overline{\boldsymbol{\kappa}}_{01}^{\varepsilon} \\
\overline{\mathbf{e}}_{1} & \bar{\kappa}_{01}^{\varepsilon} & \overline{\boldsymbol{\kappa}}_{1}^{\varepsilon}
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon} \\
\mathbf{E}_{\|}
\end{array}\right\}=\left[\begin{array}{cc}
\overline{\mathbf{C}}_{\perp} & -\overline{\mathbf{e}}^{T} \\
-\overline{\mathbf{e}} & \overline{\boldsymbol{\kappa}}^{\varepsilon}
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon} \\
\mathbf{E}_{\|}
\end{array}\right\}
$$

where
ized laminate stiffness matrices which are associated with the generalized element stress and strain, the generalized piezostrain co-
efficients, and the generalized permittivity coefficient in the efficients, and the generalized permittivity coefficient in the transverse direction, respectively. It is worth noting two cases: (a) the element only contains laminated material where piezoelectric the element only contains laminated material where piezoelectric
coefficients are assumed to be zero and permittivity coefficient of each layer is the same; (b) the element only contains one layer

$$
\begin{gathered}
\boldsymbol{\sigma}_{=}=\left\{\sigma_{x}, \sigma_{y}, \tau_{x y}\right\}^{T}, \quad \boldsymbol{\varepsilon}_{=}=\left\{\varepsilon_{x}, \varepsilon_{y}, \gamma_{x y}\right\}^{T}, \\
{\left[\begin{array}{cc}
\mathbf{S}_{=} & \mathbf{S}_{\times} \\
\mathbf{S}_{\times}^{T} & S_{\|}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{C}_{=} & \mathbf{C}_{\times} \\
\mathbf{C}_{\times}^{T} & C_{\|}
\end{array}\right]^{-1}}
\end{gathered}
$$

in which $\mathbf{e}_{=}=\left(e_{31}, e_{32}, e_{36}\right), e_{33}, \mathbf{d}_{=}=\left(d_{31}, d_{32}, d_{36}\right), d_{33}$ is piezoelectric coefficient, and $D_{z}$ and $\kappa_{33}^{\varepsilon}\left(\kappa_{33}^{\sigma}\right)$ are the electric displacement and the permittivity coefficient in the transverse direction, respectively.

## 4 Solid-Shell Element for Laminated Materials

The average thickness strain can be calculated by first rewriting Eq. (6) as:

$$
\left.\begin{array}{cc}
-\mathbf{S}_{=}^{-1} \mathbf{S}_{\times} & -\mathbf{S}_{=}^{-1} \mathbf{S}_{\times} e_{33}-\mathbf{e}_{=}^{T} \\
S_{\|}-\mathbf{S}_{\times}^{T} \mathbf{S}_{=}^{-1} \mathbf{S}_{\times} & \left(S_{\|}-\mathbf{S}_{\times}^{T} \mathbf{S}_{=}^{-1} \mathbf{S}_{\times}\right) e_{33} \\
\left(S_{\|}-\mathbf{S}_{\times}^{T} \mathbf{S}_{=}^{-1} \mathbf{S}_{\times}\right) e_{33} & \kappa_{33}^{\varepsilon}+\left(S_{\|}-\mathbf{S}_{\times}^{T} \mathbf{S}_{=}^{-1} \mathbf{S}_{\times}\right) e_{33}^{2}
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{=} \\
\boldsymbol{\sigma}_{\|} \\
E_{z}
\end{array}\right\} .
$$

$$
\begin{aligned}
& \overline{\boldsymbol{\sigma}}=\left\{\begin{array}{c}
\overline{\boldsymbol{\sigma}}_{m} \\
\boldsymbol{\sigma}_{\|} \\
\overline{\boldsymbol{\sigma}}_{b}
\end{array}\right\}, \quad \boldsymbol{\varepsilon}=\left\{\begin{array}{c}
\boldsymbol{\varepsilon}_{m} \\
\bar{\varepsilon}_{\|} \\
\boldsymbol{\varepsilon}_{b}
\end{array}\right\}, \quad \overline{\mathbf{D}}_{\|}=\left\{\begin{array}{c}
\bar{D}_{C} \\
\bar{D}_{L}
\end{array}\right\}, \quad \mathbf{E}_{\|}=\left\{\begin{array}{c}
E_{C} \\
E_{L}
\end{array}\right\}, \\
& \overline{\mathbf{C}}_{\perp}=\left[\begin{array}{ccc}
\mathbf{A}_{0}+\mathbf{B}_{0} \mathbf{B}_{0}^{T} / D_{0} & \mathbf{B}_{0} / D_{0} & \mathbf{A}_{1}+\mathbf{B}_{0} \mathbf{B}_{1}^{T} / D_{0} \\
\mathbf{B}_{0}^{T} / D_{0} & 1 / D_{0} & \mathbf{B}_{1}^{T} / D_{0} \\
\mathbf{A}_{1}+\mathbf{B}_{1} \mathbf{B}_{0}^{T} / D_{0} & \mathbf{B}_{1} / D_{0} & \mathbf{A}_{2}+\mathbf{B}_{1} \mathbf{B}_{1}^{T} / D_{0}
\end{array}\right], \\
& \overline{\mathbf{e}}_{0}=\left\{-\mathbf{G}_{0}^{T}+F_{0} \mathbf{B}_{0}^{T} / D_{0} \quad F_{0} / D_{0}-\mathbf{G}_{1}^{T}+F_{0} \mathbf{B}_{1}^{T} / D_{0}\right\}, \\
& \overline{\mathbf{e}}_{1}=\left\{-\mathbf{G}_{1}^{T}+F_{1} \mathbf{B}_{0}^{T} / D_{0} \quad F_{1} / D_{0}-\mathbf{G}_{2}^{T}+F_{1} \mathbf{B}_{1}^{T} / D_{0}\right\}, \\
& \bar{\kappa}_{0}^{\varepsilon}=R_{0}-F_{0} F_{0} / D_{0}, \quad \bar{\kappa}_{01}^{\varepsilon}=R_{1}-F_{0} F_{1} / D_{0}, \\
& \bar{\kappa}_{1}^{\varepsilon}=R_{2}-F_{1} F_{1} / D_{0}, \\
& {\left[\mathbf{A}_{0}, \mathbf{A}_{1}, \mathbf{A}_{2}\right]=\frac{1}{2} \int_{-1}^{+1}\left[1, \zeta, \zeta^{2}\right] \mathbf{A d} \zeta,} \\
& {\left[\mathbf{B}_{0}, \mathbf{B}_{1}\right]=\frac{1}{2} \int_{-1}^{+1}[1, \zeta] \mathbf{B} \mathrm{d} \zeta, \quad D_{0}=\frac{1}{2} \int_{-1}^{+1} D \mathrm{~d} \zeta,} \\
& {\left[\mathbf{G}_{0}, \mathbf{G}_{1}, \mathbf{G}_{2}\right]=\frac{1}{2} \int_{-1}^{+1}\left[1, \zeta, \zeta^{2}\right] \mathbf{G} \mathrm{d} \zeta,} \\
& {\left[F_{0}, F_{1}\right]=\frac{1}{2} \int_{-1}^{+1}[1, \zeta] F \mathrm{~d} \zeta,} \\
& {\left[R_{0}, R_{1}, R_{2}\right]=\frac{1}{2} \int_{-1}^{+1}\left[1, \zeta, \zeta^{2}\right] R \mathrm{~d} \zeta,}
\end{aligned}
$$

and from Eq. (6), obtain

$$
\begin{equation*}
\overline{\boldsymbol{\tau}}=\frac{1}{2} \int_{-1}^{+1} \boldsymbol{\tau} \mathrm{~d} \zeta=\frac{1}{2} \int_{-1}^{+1} \mathbf{C}_{t} \mathrm{~d} \zeta \cdot \boldsymbol{\gamma}=\overline{\mathbf{C}}_{\boldsymbol{T}} \boldsymbol{\gamma} \tag{9}
\end{equation*}
$$

where $\overline{\mathbf{C}}_{\perp}, \overline{\mathbf{C}}_{T}, \overline{\mathbf{e}}$ 's, and $\bar{\kappa}^{\varepsilon}$ 's are termed as the modified general-
piezoelectric material. In both cases, the generalized stiffness matrices in the Eq. (8) can, respectively, be reduced to:

$$
\left.\begin{array}{c}
\left\{\begin{array}{c}
\overline{\boldsymbol{\sigma}} \\
\overline{\mathbf{D}}_{\square}
\end{array}\right\}=\left[\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon} \\
\mathbf{E}_{\|}
\end{array}\right\}, \\
\{\overline{\boldsymbol{\sigma}}  \tag{10}\\
\left\{\overline{\mathbf{D}}_{\|}\right.
\end{array}\right\}=\left[\begin{array}{ccc|cc}
\mathbf{C}_{-} & \mathbf{C}_{\times} & 0 & -\mathbf{e}_{-}^{T} & 0 \\
\mathbf{C}_{\times}^{T} & C_{\|} & 0 & -e_{33} & 0 \\
0 & 0 & \frac{1}{3} \mathbf{S}_{-}^{-1} & 0 & \frac{1}{3} \mathbf{G} \\
\hline \mathbf{e}_{=} & e_{33} & 0 & \kappa_{33}^{\varepsilon} & 0 \\
0 & 0 & -\frac{1}{3} \mathbf{G}^{T} & 0 & \frac{1}{3} R
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon} \\
\mathbf{E}_{\|} \mid
\end{array}\right\} .
$$

Using the following generalized elementwise potential energy function:

$$
\begin{align*}
\Pi^{e}= & \frac{1}{2} \int_{-1}^{+1} \int_{-1}^{+1}\left(\left\{\begin{array}{c}
\boldsymbol{\varepsilon} \\
-\mathbf{E}_{\|}
\end{array}\right\}^{T}\left[\begin{array}{cc}
\overline{\mathbf{C}}_{\perp} & \overline{\mathbf{e}}^{T} \\
\overline{\mathbf{e}} & -\overline{\boldsymbol{\kappa}}^{\varepsilon}
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\varepsilon} \\
-\mathbf{E}_{\|}
\end{array}\right\}\right. \\
& \left.+\boldsymbol{\gamma}^{T} \overline{\mathbf{C}}_{T} \boldsymbol{\gamma}\right) 2 J_{0} d \xi \mathrm{~d} \eta-P^{e}, \tag{11}
\end{align*}
$$

where $P^{\mathrm{e}}$ is the element load potential due to mechanical force and surface charge, $J_{0}=\left.J\right|_{\zeta=0}$ in which $J$ is the Jacobian determinant, from Eq. (11), the following static equations of the piezoelectric elementwise can be derived:

$$
\left[\begin{array}{ccc}
\mathbf{k}_{m m}^{e} & \mathbf{k}_{m e 0}^{e} & \mathbf{k}_{m e 1}^{e}  \tag{12}\\
\left(\mathbf{k}_{m e 0}^{e}\right)^{T} & \mathbf{k}_{e e 0}^{e} & 0 \\
\left(\mathbf{k}_{m e 1}^{e}\right)^{T} & 0 & k_{e e 1}^{e}
\end{array}\right]\left\{\begin{array}{c}
\mathbf{q}^{e} \\
\boldsymbol{\Phi}^{e} \\
\phi_{\text {in }}^{e}
\end{array}\right\}=\left\{\begin{array}{c}
\mathbf{f}_{f}^{e} \\
\mathbf{f}_{Q}^{e} \\
0
\end{array}\right\},
$$

where

$$
\begin{gathered}
\mathbf{k}_{m m}^{e}=2 \int_{-1}^{+1} \int_{-1}^{+1}\left(\mathbf{B}_{\perp}^{T} \overline{\mathbf{C}}_{\perp} \mathbf{B}_{\perp}+\mathbf{B}_{t}^{T} \overline{\mathbf{C}}_{T} \mathbf{B}_{t}\right) J_{0} d \xi d \eta, \\
k_{m e 0}^{e}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{B}_{\perp}^{T} \overline{\mathbf{e}}_{0}^{T} \mathbf{B}_{e} J_{0} d \xi d \eta, \\
\mathbf{k}_{m e 1}^{e}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{B}_{\perp}^{T} \overline{\mathbf{e}}_{1}^{T} \mathbf{B}_{e} J_{0} d \xi d \eta \\
\mathbf{k}_{e e 0}^{e}=-2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{B}_{e}^{T} \bar{\kappa}_{0}^{\varepsilon} \mathbf{B}_{e} J_{0} d \xi d \eta, \\
\mathbf{k}_{e e 1}^{e}=-2 \int_{-1}^{+1} \int_{-1}^{+1} B_{e i} \bar{\kappa}_{1}^{\varepsilon} B_{e i} J_{0} d \xi d \eta, \quad \mathbf{B}_{\perp}=\left(\mathbf{B}_{m}, \mathbf{B}_{\|}, \mathbf{B}_{b}\right)^{T},
\end{gathered}
$$

$\mathbf{f}_{f}^{e}$ is the elementwise mechanical force due to the body force and surface traction, $\mathbf{f}_{Q}^{e}$ is the elementwise electric force vector due to the charge density.

## 5 Hybrid Stress Solid-Shell Element for Laminated Materials

To apply hybrid stress (HS) formulation to the above ANS solid-shell element to improve the latter's in-plane response, the following elementwise modified Hellinger-Reissner functional can be used [25]:

$$
\begin{align*}
\Pi_{H R}^{e}= & \int_{-1}^{+1} \int_{-1}^{+1}\left(\frac{-1}{2}\left\{\begin{array}{c}
\overline{\boldsymbol{\sigma}} \\
-\mathbf{E}_{\|}
\end{array}\right\}^{T}\left[\begin{array}{cc}
\overline{\mathbf{S}}_{\perp} & -\overline{\mathbf{d}}^{T} \\
-\overline{\mathbf{d}} & \overline{\boldsymbol{\kappa}}^{\sigma}
\end{array}\right]\left\{\begin{array}{c}
\overline{\boldsymbol{\sigma}} \\
-\mathbf{E}_{\|}
\end{array}\right\}+\overline{\boldsymbol{\sigma}}^{T} \boldsymbol{\varepsilon}\right. \\
& \left.-\frac{1}{2} \overline{\boldsymbol{\tau}}^{T} \overline{\mathbf{C}}_{T}^{-1} \overline{\boldsymbol{\tau}}+\overline{\boldsymbol{\tau}}^{T} \boldsymbol{\gamma}\right) J_{0} \mathrm{~d} \xi \mathrm{~d} \eta-P^{e} \tag{13}
\end{align*}
$$

where $\overline{\mathbf{S}}_{\perp}=\overline{\mathbf{C}}_{\perp}^{-1}, \overline{\mathbf{d}}=\overline{\mathbf{e}} \overline{\mathbf{C}}_{\perp}^{-1}$ and $\overline{\boldsymbol{\kappa}}^{\sigma}=\overline{\boldsymbol{\kappa}}^{\varepsilon}+\overline{\mathbf{e}} \overline{\mathbf{d}}^{T}$.
The following orthogonal constant and nonconstant stress nodes are chosen in a way similar to that of Pian's eight-node element
[26,27]:

$$
\begin{gather*}
\left\{\begin{array}{c}
\overline{\boldsymbol{\sigma}}_{m} \\
\frac{\sigma_{\|}}{\overline{\boldsymbol{\sigma}}_{b}}
\end{array}\right\}=\left[\begin{array}{ccc}
\mathbf{I}_{4} & \mathbf{0}_{4 \times 3} & \mathbf{P}_{\mathrm{NH}} \\
\mathbf{0}_{4 \times 2} \\
\mathbf{0}_{3 \times 4} & \mathbf{I}_{3} & \mathbf{0}_{3 \times 5} \\
\mathbf{P}_{\mathrm{MH}}
\end{array}\right]\left\{\begin{array}{c}
\boldsymbol{\beta}_{\mathrm{NC}} \\
\boldsymbol{\beta}_{\mathrm{MC}} \\
\boldsymbol{\beta}_{\mathrm{NH}} \\
\boldsymbol{\beta}_{\mathrm{MH}}
\end{array}\right\}, \\
\overline{\boldsymbol{\tau}}=\left[\begin{array}{ll}
\mathbf{I}_{2} & \mathbf{P}_{\mathrm{TH}}
\end{array}\right]  \tag{14}\\
\left\{\begin{array}{l}
\boldsymbol{\beta}_{\mathrm{TC}} \\
\boldsymbol{\beta}_{\mathrm{TH}}
\end{array}\right\},
\end{gather*}
$$

where

$$
\begin{gathered}
\mathbf{P}_{\mathrm{NH}}=\frac{1}{J_{0}}\left[\begin{array}{ccccc}
\xi \bar{x}_{\eta} \bar{x}_{\eta} & 0 & \eta \bar{x}_{\xi} \bar{x}_{\xi} & 0 & 0 \\
\xi \bar{y}_{\eta} \bar{y}_{\eta} & 0 & \eta \bar{y}_{\xi} \bar{y}_{\xi} & 0 & 0 \\
\xi \bar{x}_{\eta} \bar{y}_{\eta} & 0 & \eta \bar{x}_{\xi} \bar{y}_{\xi} & 0 & 0 \\
0 & \xi & 0 & \eta & \xi \eta
\end{array}\right], \\
\mathbf{P}_{\mathrm{MH}}=\frac{1}{J_{0}}\left[\begin{array}{cc}
\xi \bar{x}_{\eta} \bar{x}_{\eta} & \eta \bar{x}_{\xi} \bar{x}_{\xi} \\
\xi \bar{y}_{\eta} \bar{y}_{\eta} & \eta \bar{y}_{\xi} \bar{y}_{\xi} \\
\xi \bar{x}_{\eta} \bar{y}_{\eta} & \eta \bar{x}_{\xi} \bar{y}_{\xi}
\end{array}\right], \quad \mathbf{P}_{\mathrm{TH}}=\frac{1}{J_{0}}\left[\begin{array}{cc}
\xi \bar{x}_{\eta} & \eta \bar{x}_{\xi} \\
\xi \bar{y}_{\eta} & \eta \bar{y}_{\xi}
\end{array}\right], \\
J_{0}=\left.J\right|_{\xi=\eta=\zeta=0}, \quad \bar{x}_{\xi}=\left.x_{\xi \mid}\right|_{\xi=\eta=\zeta=0}, \quad \bar{y}_{\xi}=\left.y_{\xi}\right|_{\xi=\eta=\zeta=0}, \\
\bar{x}_{\eta}=\left.x_{\eta}\right|_{\xi=\eta=\zeta=0}, \quad \bar{y}_{\eta}=\left.y_{\eta}\right|_{\xi=\eta=\zeta=0} .
\end{gathered}
$$

Substituting Eq. (14) into Eq. (13), and condensing $\boldsymbol{\beta}$ 's with the stationary conditions of $\Pi_{\mathrm{HR}}^{e}$ with respect to $\boldsymbol{\beta}$ 's, Eq. (13) can be expressed as:

$$
\begin{align*}
\Pi_{\mathrm{HR}}^{e}= & \frac{1}{2}\left\{\begin{array}{c}
\mathbf{q}^{e} \\
\boldsymbol{\Phi}^{e} \\
\phi_{i n}^{e}
\end{array}\right\}^{T}\left[\begin{array}{ccc}
\mathbf{k}_{m m}^{e} & \mathbf{k}_{m e 0}^{e} & \mathbf{k}_{m e 1}^{e} \\
\left(\mathbf{k}_{m e 0}^{e}\right)^{T} & \mathbf{k}_{e e 0}^{e} & 0 \\
\left(\mathbf{k}_{m e 1}^{e}\right)^{T} & 0 & k_{e e 1}^{e}
\end{array}\right]\left\{\begin{array}{c}
\mathbf{q}^{e} \\
\boldsymbol{\Phi}^{e} \\
\boldsymbol{\phi}_{i n}^{e}
\end{array}\right\} \\
& -\left\{\begin{array}{c}
\mathbf{f}_{f}^{e} \\
\mathbf{f}_{Q}^{e} \\
0
\end{array}\right\}^{T}\left\{\begin{array}{c}
\mathbf{q}^{e} \\
\boldsymbol{\Phi}^{e} \\
\phi_{\mathrm{in}}^{e}
\end{array}\right\}, \tag{15}
\end{align*}
$$

where

$$
\begin{gathered}
\mathbf{k}_{m m}^{e}=\frac{1}{v}\left[\begin{array}{l}
\mathbf{G}_{\mathrm{NC}} \\
\mathbf{G}_{\mathrm{MC}}
\end{array}\right]^{T} \overline{\mathbf{C}_{\perp}}\left[\begin{array}{l}
\mathbf{G}_{\mathrm{NC}} \\
\mathbf{G}_{\mathrm{MC}}
\end{array}\right]^{+}+\left[\begin{array}{c}
\mathbf{G}_{\mathrm{NH}} \\
\mathbf{G}_{\mathrm{MH}}
\end{array}\right]^{T} \mathbf{H}_{\perp}^{-1}\left[\begin{array}{l}
\mathbf{G}_{\mathrm{NH}} \\
\mathbf{G}_{\mathrm{MH}}
\end{array}\right]+\frac{1}{v} \mathbf{G}_{\mathrm{TC}}^{T} \overline{\mathbf{C}}_{T} \mathbf{G}_{\mathrm{TC}} \\
+\mathbf{G}_{\mathrm{TH}}^{T} \mathbf{H}_{T}^{-1} \mathbf{G}_{\mathrm{TH}} \\
\mathbf{k}_{m e 0}^{e}=\frac{1}{v}\left\{\begin{array}{l}
\mathbf{G}_{\mathrm{NC}} \\
\mathbf{G}_{\mathrm{MC}}
\end{array}\right\}^{T} \overline{\mathbf{C}}_{\perp} \mathbf{E}_{\mathrm{CC}}+\left\{\begin{array}{l}
\mathbf{G}_{\mathrm{NH}} \\
\mathbf{G}_{\mathrm{MH}}
\end{array}\right\}^{T}=\frac{1}{v}\left\{\begin{array}{l}
\mathbf{G}_{\perp}-1 \\
\mathbf{G}_{\mathrm{MC}}
\end{array}\right\}^{T} \mathbf{E}_{\mathrm{CH}}, \\
\mathbf{C}_{\perp} \mathbf{E}_{\mathrm{HC}}+\left\{\begin{array}{l}
\mathbf{G}_{\mathrm{NH}} \\
\mathbf{G}_{\mathrm{MH}}
\end{array}\right\}^{T} \mathbf{H}_{\perp}^{-1} \mathbf{E}_{\mathrm{HH}}, \\
\mathbf{k}_{e e 0}^{e}=\frac{1}{v} \mathbf{E}_{\mathrm{CC}}^{T} \overline{\mathbf{C}}_{\perp} \mathbf{E}_{\mathrm{CC}}+\mathbf{E}_{\mathrm{CH}}^{T} \mathbf{H}_{\perp}^{-1} \mathbf{E}_{\mathrm{CH}}-\mathbf{A}_{p 0}, \\
\mathbf{k}_{e e 1}^{e}=\frac{1}{v} \mathbf{E}_{\mathrm{HC}}^{T} \overline{\mathbf{C}}_{\perp} \mathbf{E}_{\mathrm{HC}}+\mathbf{E}_{\mathrm{HH}}^{T} \mathbf{H}_{\perp}^{-1} \mathbf{E}_{\mathrm{HH}}-\mathbf{A}_{p 1}, \\
v=2 \int_{-1}^{+1} \int_{-1}^{+1} J_{0} d \xi d \eta,
\end{gathered}
$$

$$
\begin{aligned}
& \mathbf{H}_{\perp}=2 \int_{-1}^{+1} \int_{-1}^{+1}\left[\begin{array}{ll}
\mathbf{P}_{\mathrm{NH}} & \mathbf{0}_{4 \times 2} \\
\mathbf{0}_{3 \times 5} & \mathbf{P}_{\mathrm{MH}}
\end{array}\right]^{T} \overline{\mathbf{S}}_{\perp}\left[\begin{array}{ll}
\mathbf{P}_{\mathrm{NH}} & \mathbf{0}_{4 \times 2} \\
\mathbf{0}_{3 \times 5} & \mathbf{P}_{\mathrm{MH}}
\end{array}\right] J_{0} d \xi d \eta \text {, } \\
& \mathbf{H}_{T}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{P}_{\mathrm{TH}}^{T} \overline{\mathbf{C}}_{T}^{-1} \mathbf{P}_{\mathrm{TH}} J_{0} d \xi d \eta, \\
& \mathbf{G}_{\mathrm{NC}}=2 \int_{-1}^{+1} \int_{-1}^{+1}\left[\begin{array}{l}
\mathbf{B}_{m} \\
\mathbf{B}_{\|}
\end{array}\right] J_{0} d \xi d \eta, \\
& \mathbf{G}_{\mathrm{MC}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{B}_{b} J_{0} d \xi d \eta, \\
& \mathbf{G}_{\mathrm{NH}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{P}_{\mathrm{NH}}^{T}\left[\begin{array}{l}
\mathbf{B}_{m} \\
\mathbf{B}_{\|}
\end{array}\right] J_{0} d \xi d \eta, \\
& \mathbf{G}_{\mathrm{MH}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{P}_{\mathrm{MH}}^{T} \mathbf{B}_{b} J_{0} d \xi d \eta, \\
& \mathbf{G}_{\mathrm{TC}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{B}_{t} J_{0} d \xi d \eta, \quad \mathbf{G}_{\mathrm{TH}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{P}_{\mathrm{TH}}^{T} \mathbf{B}_{t} J_{0} d \xi d \eta, \\
& \mathbf{E}_{\mathrm{CC}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \overline{\mathbf{d}}_{0}^{T} \mathbf{B}_{e} J_{0} d \xi d \eta, \\
& \mathbf{E}_{\mathrm{HC}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \overline{\mathbf{d}}_{1}^{T} B_{e i} J_{0} d \xi d \eta, \\
& \mathbf{E}_{\mathrm{CH}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{P}_{\mathrm{NH}}^{T} \overline{\mathbf{d}}_{0}^{T} \mathbf{B}_{e} J_{0} d \xi d \eta, \\
& \mathbf{E}_{\mathrm{HH}}=2 \int_{-1}^{+1} \int_{-1}^{+1} \mathbf{P}_{\mathrm{NH}}^{T} \overline{\mathbf{d}}_{1}^{T} B_{e i} J_{0} d \xi d \eta, \\
& \mathbf{A}_{p 0}=2 \int_{-1}^{+1} \int_{-1}^{+1} \kappa_{0}^{\sigma} \mathbf{B}_{e}^{T} \mathbf{B}_{e} J_{0} d \xi d \eta, \\
& A_{p 1}=2 \int_{-1}^{+1} \int_{-1}^{+1} \kappa_{1}^{\sigma} B_{e i} B_{e i} J_{0} d \xi d \eta, \\
& \overline{\mathbf{d}}=\binom{\overline{\mathbf{d}}_{0}}{\mathbf{d}_{1}}, \quad \overline{\boldsymbol{\kappa}}^{\sigma}=\left[\begin{array}{cc}
\bar{\kappa}_{0}^{\sigma} & 0 \\
0 & \bar{\kappa}_{1}^{\sigma}
\end{array}\right] .
\end{aligned}
$$

The elementwise static equation having the same form as Eq. (12) can be obtained from Eq. (15).

## 6 System and Eigenequations

Assembling the elemental matrices gives the global system matrices. The resulting dynamic equation becomes

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\mathbf{M} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left\{\begin{array}{c}
\ddot{\mathbf{q}} \\
\ddot{\boldsymbol{\Phi}} \\
\ddot{\boldsymbol{\phi}}_{\text {in }}
\end{array}\right\}+\left[\begin{array}{ccc}
\mathbf{C}_{p} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left\{\begin{array}{c}
\dot{\mathbf{q}} \\
\dot{\boldsymbol{\Phi}} \\
\dot{\boldsymbol{\phi}}_{\text {in }}
\end{array}\right\}} \\
& \quad+\left[\begin{array}{ccc}
\mathbf{K}_{m m} & \mathbf{K}_{m e 0} & \mathbf{K}_{m e 1} \\
\left(\mathbf{K}_{m e 0}\right)^{T} & \mathbf{K}_{e e 0} & 0 \\
\left(\mathbf{K}_{m e 1}\right)^{T} & 0 & \mathbf{K}_{e e 1}
\end{array}\right]\left\{\begin{array}{c}
\mathbf{q} \\
\boldsymbol{\Phi} \\
\boldsymbol{\phi}_{\text {in }}
\end{array}\right\}=\left\{\begin{array}{c}
\mathbf{F}_{f} \\
\mathbf{F}_{Q} \\
0
\end{array}\right\}, \tag{16}
\end{align*}
$$

where $\mathbf{M}$ is mass matrix, $\mathbf{C}_{p}$ is proportional passive matrix, $\mathbf{q}, \boldsymbol{\Phi}$ and $\boldsymbol{\phi}_{\mathrm{in}}$ are, respectively, the system vectors of nodal displacement and electric potentials, and $\mathbf{F}_{f}$ and $\mathbf{F}_{Q}$ are, respectively, the system vectors of mechanical force and electric force.

Since the internal DOF $\boldsymbol{\phi}_{\text {in }}$ does not have physical significance, it can be condensed from the system equations in order to improve the computation efficiency. One can obtain the modified matrix equations as

$$
\left[\begin{array}{cc}
\mathbf{M} & 0  \tag{17}\\
0 & 0
\end{array}\right]\left\{\begin{array}{c}
\ddot{\boldsymbol{q}} \\
\ddot{\boldsymbol{\Phi}}
\end{array}\right\}+\left[\begin{array}{cc}
\mathbf{C}_{p} & 0 \\
0 & 0
\end{array}\right]\left\{\begin{array}{c}
\dot{\mathbf{q}} \\
\dot{\boldsymbol{\Phi}}
\end{array}\right\}+\left[\begin{array}{cc}
\tilde{\mathbf{K}}_{m m} & \mathbf{K}_{m e 0} \\
\mathbf{K}_{m e 0}^{\mathbf{T}} & \mathbf{K}_{e e 0}
\end{array}\right]\left\{\begin{array}{c}
\mathbf{q} \\
\boldsymbol{\Phi}
\end{array}\right\}=\left\{\begin{array}{l}
\mathbf{F}_{f} \\
\mathbf{F}_{Q}
\end{array}\right\},
$$

and

$$
\begin{equation*}
\boldsymbol{\phi}_{\mathrm{in}}=-\mathbf{K}_{e e 1}^{-1} \mathbf{K}_{m e 1}^{T} \mathbf{q}, \tag{18}
\end{equation*}
$$

where,

$$
\widetilde{\mathbf{K}}_{m m}=\mathbf{K}_{m m}-\mathbf{K}_{m e 0} \mathbf{K}_{e e 1}^{-1} \mathbf{K}_{m e 1}^{T} .
$$

If the actuators and sensors are embedded in a structure, it is convenient to partition the system vector of electric potential $\boldsymbol{\Phi}$ into $\boldsymbol{\Phi}^{A}$ of the actuators and $\boldsymbol{\Phi}^{S}$ of the sensors. Since there is no electric loading applied to the sensors, Eq. (17) can be written as:

$$
\begin{gather*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{C}_{p} \dot{\mathbf{q}}+\widetilde{\mathbf{K}}_{m m} \mathbf{q}+\mathbf{K}_{m e}^{A} \boldsymbol{\Phi}^{A}+\mathbf{K}_{m e}^{S} \boldsymbol{\Phi}^{S}=\mathbf{F}_{f},  \tag{19}\\
\boldsymbol{\Phi}^{A}=\left(\mathbf{K}_{e e}^{A}\right)^{-1}\left[\mathbf{F}_{Q}^{A}-\left(\mathbf{K}_{m e}^{A}\right)^{T} \mathbf{q}\right],  \tag{20}\\
\boldsymbol{\Phi}^{S}=-\left(\mathbf{K}_{e e}^{S}\right)^{-1}\left(\mathbf{K}_{m e}^{S}\right)^{T} \mathbf{q}, \tag{21}
\end{gather*}
$$

where

$$
\begin{gathered}
\left\{\begin{array}{l}
\boldsymbol{\Phi}^{A} \\
\boldsymbol{\Phi}^{S}
\end{array}\right\}=\boldsymbol{\Phi}, \quad\left[\begin{array}{cc}
\left(\mathbf{K}_{e e}^{A}\right)^{-1} & \mathbf{0} \\
\mathbf{0} & \left(\mathbf{K}_{e e}^{S}\right)^{-1}
\end{array}\right]=\mathbf{K}_{e e 0}^{-1}, \\
{\left[\mathbf{K}_{m e}^{A}, \mathbf{K}_{m e}^{S}\right]=\mathbf{K}_{m e 0}, \quad\left\{\begin{array}{c}
\mathbf{F}_{Q}^{A} \\
0
\end{array}\right\}=\mathbf{F}_{Q} .}
\end{gathered}
$$

In particular, $\mathbf{K}_{e e 0}$ is block diagonal because the host structure is nonpiezoelectric, i.e., $\boldsymbol{\Phi}^{A}$ and $\boldsymbol{\Phi}^{S}$ do not couple. Substitution of Eq. (21) into Eq. (19) results in:

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{C}_{p} \dot{\mathbf{q}}+\left[\tilde{\mathbf{K}}_{m m}-\mathbf{K}_{m e}^{S}\left(\mathbf{K}_{e e}^{S}\right)^{-1}\left(\mathbf{K}_{m e}^{S}\right)^{T}\right] \mathbf{q}=\mathbf{F}_{f}-\mathbf{K}_{m e}^{A} \boldsymbol{\Phi}^{A} . \tag{22}
\end{equation*}
$$

With the control algorithm known and by virtue of Eq. (21), $\boldsymbol{\Phi}^{A}$ can be expressed in terms of $\mathbf{q}$ and thus all the electric d.o.f.s in Eq. (21) can be condensed and a standard eigenvalue equation can be obtained as

$$
\begin{equation*}
\left[\left(\widetilde{\mathbf{K}}_{m m}-\mathbf{K}_{m e 0} \mathbf{K}_{e e 0}^{-1} \mathbf{K}_{m e 0}^{T}\right)-\omega^{2} \mathbf{M}\right] \mathbf{q}=0 \tag{23}
\end{equation*}
$$

where $\omega$ is eigen frequency. Eigenvalues and mode shapes can be calculated and defined accordingly.

## 7 Numerical Examples

### 7.1 Laminated Simply Supported Square Plate

7.1.1 Modeling. The plates used in this simulation are square in shape with simply supported edges. Three different lamination schemes are considered. The first is layup of [1/2/2/1], and second $[2 / 1 / 1 / 2]$, where digitals 1 and 2 denote the orthotropic PVDF and the transversely isotropic PZT-4, respectively, as shown as Table 1. Each layer has equal thickness of $0.25 h$, where $h$ is the total thickness of the laminated plate. The both lamination plates are composed of two dissimilar materials with a mismatch in both elastic and electric properties. The third one is a five-ply laminate $[\mathrm{p} / 0 / 90 / 0 / \mathrm{p}]$. The laminate configuration consists of a [0/90/0] Gr/Epoxy, denoted as 4 in Table 1, cross-ply sublaminate with composite plies each $0.8 h / 3$ thick. Two continuous PZT-4's, denoted as 2 in Table 1, layers of thickness 0.1 h each are also bonded to the upper and lower surfaces of the laminate. To comply with the reported results of exact solution, all layers were assumed to have equal density $\left(\rho=1 \mathrm{~kg} / \mathrm{m}^{3}\right)$. Two aspect ratios of thick plate $(a / h=4)$ and thin plate $(a / h=50)$ are considered, where letter $a$ denotes the length of the square plate. The outer surfaces of the piezoelectric layers were forced to remain always grounded. Based on this, two sets of electric boundary conditions were considered for the inner surface of the piezoelectric layers:
(a) a closed-circuit condition, with the electric potential forced to remain zero (grounded), and

Table 1 Material properties ( $\varepsilon_{0}=8.85 \mathbf{1 0}^{-12}$ farad/m, electric permittivity of air)

| Property | 1 (PVDF) | 2 (PZT-4) | $3($ PZT-4) | 4 (Gr/epoxy) | 5 (Gr/epoxy) |
| :--- | :---: | :---: | :---: | :---: | ---: |
| Elastic properties: |  |  |  |  |  |
| $E_{1}(\mathrm{GPa})$ | 237.0 | 81.3 | 63.0 | 132.38 | 150.0 |
| $E_{2}$ | 23.2 | 81.3 | 63.0 | 10.756 | 9.0 |
| $E_{3}$ | 10.5 | 64.5 | 63.0 | 10.756 | 9.0 |
| $G_{44}$ | 2.15 | 25.6 | 24.231 | 3.606 | 7.1 |
| $G_{55}$ | 4.4 | 25.6 | 24.231 | 5.6537 | 7.1 |
| $G_{66}$ | 6.43 | 30.6 | 24.231 | 5.6537 | 7.1 |
| $v_{12}$ | 0.154 | 0.329 | 0.3 | 0.24 | 0.3 |
| $v_{13}$ | 0.178 | 0.432 | 0.3 | 0.24 | 0.3 |
| $v_{23}$ | 0.177 | 0.432 | 0.3 | 0.49 | 0.3 |
|  |  |  |  |  | 0 |
| Piezoelectric | -0.13 | -5.20 | 44.367 | 0 | 0 |
| coefficient $\left(\mathrm{C} / \mathrm{m}^{2}\right):$ |  |  |  |  | 0 |
| $e_{31}$ | -0.14 | -5.20 | 44.367 | 0 | 0 |
| $e_{32}$ | -0.28 | 15.08 | 50.182 | 0 | 0 |
| $e_{33}$ | -0.01 | 12.72 | 14.151 | 0 | 0 |
| $e_{24}$ |  |  |  |  | 0 |
| Electric permittivity: | 12.5 | 1475 | 1728.8 | 0 | 0 |
| $\varepsilon_{11} / \varepsilon_{0}$ | 11.98 | 1475 | 1728.8 | 0 | 0 |
| $\varepsilon_{22} / \varepsilon_{0}$ | 11.98 | 1300 | 6362.7 | 0 | 0 |
| $\varepsilon_{33} / \varepsilon_{0}$ | 7600.0 | 7600.0 | 1578.0 | 1600.0 |  |
| Mass density $\rho\left(\mathrm{kg} / \mathrm{m}^{3}\right)$ |  |  |  |  | 0 |

(b) an open-circuit condition, where the electric potential remains free (zero electric displacements). Three elements are meshed through thickness direction.
7.1.2 Fundamental Natural Frequency. The normalized natural frequencies for three laminated schemes plates are shown in Tables 2-4. In the tables, the exact results reported by Heyliger and Saravanos [12] are nondimension by $f_{1} a^{2} /\left(h \rho^{1 / 2} 10^{3}\right)$. The letters ND and LD in these tables denote about through-thickness electric potential nonlinear distributions and linear distributions, respectively. That is, the electric potential $\phi_{i n}$ in Eq. (4) is considered for nonlinear distribution and not considered for linear distribution. FER in Table 4 denotes the finite element results reported by Saravanos et al. [3] in the case of three discretelayers. According to the Tables 2-4, the predicted natural frequencies by means of both displacement element (D) and hybrid-stress element methods (HS) consistently converge above and below the
values of the exact solution depending on the type of electric boundary conditions for both thick $(a / h=4)$ and thin $(a / h=50)$ plates. The differences between D and HS in all results are very small. The natural frequency is little higher under the case of ND than of LD. The frequency differences between ND and LD are the highest in the first laminated $[1 / 2 / 2 / 1]$ among three laminated plates, about $1 \%$. The differences in case of another two laminated plates are very small. This shows that the effect on natural frequency caused by through-thickness nonlinear electric potential distribution is generally very small. However, this effect should be considered when the piezoelectric layer is thick and its electric properties are strong. On the side, although predicted natural frequencies are very good in most cases, the predicted results are lower than the exact solution in the case of aspect ratios $a / h$ $=50$ and closed-circuit electric boundary condition, as shown as Tables 3 and 4. This reason remains a subject of investigation.

Table 2 The normalized natural frequencies of three layers piezoelectric plate (1/2/2/1)

| Aspect ratios |  | $a / h=4$ |  |  |  | $a / h=50$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Closed circuit |  | Open circuit |  | Closed circuit |  | Open circuit |  |
| Mesh | Method | ND | LD | ND | LD | ND | LD | ND | LD |
| $\overline{4 \times 4}$ | D | 1.0464 | 1.0362 | 1.0465 | 1.0363 | 1.0740 | 1.0640 | 1.0741 | 1.0642 |
|  | HS | 1.0446 | 1.0343 | 1.0447 | 1.0344 | 1.0719 | 1.0620 | 1.0720 | 1.0621 |
| $8 \times 8$ | D | 1.0056 | 0.9963 | 1.0057 | 0.9963 | 1.0140 | 1.0051 | 1.0141 | 1.0052 |
|  | HS | 1.0052 | 0.9958 | 1.0053 | 0.9959 | 1.0136 | 1.0046 | 1.0137 | 1.0047 |
| $12 \times 12$ | D | 0.9983 | 0.9891 | 0.9983 | 0.9891 | 1.0035 | 0.9947 | 1.0036 | 0.9948 |
|  | HS | 0.9981 | 0.9889 | 0.9982 | 0.9889 | 1.0033 | 0.9945 | 1.0034 | 0.9946 |
| Exact |  | 183.791 |  | 183.834 |  | 252.029 |  | 252.057 |  |

Table 3 The normalized natural frequencies of three layers piezoelectric plate (2/1/1/2)

| Aspect ratios |  | $a / h=4$ |  |  |  | $a / h=50$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Closed circuit |  | Open circuit |  | Closed circuit |  | Open circuit |  |
| Mesh | Method | ND | LD | ND | LD | ND | LD | ND | LD |
| $4 \times 4$ | D | 1.0207 | 1.0145 | 1.0319 | 1.0259 | 1.0040 | 1.0019 | 1.0534 | 1.0515 |
|  | HS | 1.0184 | 1.0123 | 1.0297 | 1.0238 | 0.9994 | 0.9973 | 1.0489 | 1.0470 |
| $8 \times 8$ | D | 0.9874 | 0.9819 | 0.9985 | 0.9933 | 0.9482 | 0.9463 | 0.9939 | 0.9923 |
|  | HS | 0.9868 | 0.9814 | 0.9980 | 0.9927 | 0.9472 | 0.9453 | 0.9928 | 0.9911 |
| $12 \times 12$ | D | 0.9813 | 0.9760 | 0.9924 | 0.9872 | 0.9384 | 0.9365 | 0.9831 | 0.9815 |
|  | HS | 0.9811 | 0.9758 | 0.9921 | 0.9870 | 0.9379 | 0.9361 | 0.9825 | 0.9809 |
| Exact |  | 148.329 |  | 148.597 |  | 288.556 |  | 288.565 |  |

Table 4 The normalized natural frequencies of five-ply composite piezoelectric plate (p/0/90/0/p)

| Aspect ratios |  | a/h=4 Open circuit |  |  |  | $a / h=50$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Closed circuit |  | Open circuit |  | Closed circuit |  | Open circuit |  |
| Mesh | Method | ND | LD | ND | LD | ND | LD | ND | LD |
| $4 \times 4$ | D | 1.0402 | 1.0398 | 1.0576 | 1.0571 | 1.0204 | 1.0202 | 1.0601 | 1.0599 |
|  | HS | 1.0383 | 1.0379 | 1.0559 | 1.0554 | 1.0164 | 1.0162 | 1.0561 | 1.0560 |
|  | FER | 1.0273 |  | 1.0634 |  | 1.0314 |  | 1.1230 |  |
| $8 \times 8$ | D | 1.0053 | 1.0050 | 1.0225 | 1.0221 | 0.9635 | 0.9633 | 1.0003 | 1.0002 |
|  | HS | 1.0049 | 1.0045 | 1.0220 | 1.0216 | 0.9626 | 0.9624 | 0.9993 | 0.9992 |
|  | FER | 1.0064 |  | 1.0453 |  | 0.9743 |  | 1.0641 |  |
| $12 \times 12$ | D | 0.9990 | 0.9986 | 1.0160 | 1.0156 | 0.9535 | 0.9533 | 0.9896 | 0.9894 |
|  | HS | 0.9988 | 0.9984 | 1.0157 | 1.0154 | 0.9531 | 0.9529 | 0.9891 | 0.9890 |
|  | FER | 1.0023 |  | 1.0423 |  | 0.9643 |  | 1.0558 |  |
| Exact |  | 145.339 |  | 145.377 |  | 245.941 |  | 245.942 |  |

7.1.3 Electric Potential Distribution. Figures 3-6 illustrate the through-thickness electric potential fundamental mode for the laminated $[1 / 2 / 2 / 1]$ and $[2 / 1 / 1 / 2]$ plates for two aspect ratios under open-circuit condition, respectively. The linear electric potential distributions are also included in the figures to compare purpose. Plots of through-thickness electric potential fundamental mode for laminated $[\mathrm{p} / 0 / 90 / 0 / \mathrm{p}]$ for both electric boundary conditions are shown in Fig. 7 for $a / h=4$ and in Fig. 8 for $a / h=50$. The curves


Fig. 3 Through-thickness electric potential distributions for three-ply [1/2/2/1], a/h=4 (-) nonlinear distribution, (---) linear distribution


Fig. 4 Through-thickness electric potential distributions for three-ply [1/2/2/1], a/h=50 ( - ) nonlinear distribution, ( --- ) linear distribution
in these figures have very similar shape with the exact solutions reported by Heyliger and Saravanos [12] and part FE results reported by Saravanos et al. [3]. As seen from Figs. 7 and 8, it is interesting to note that electric fields exist in the piezoelectric layers even with the closed-circuit conditions. Although the electric potential in piezoelectric layer is much lower in closed-circuit condition than in open-circuit-condition, it should not be neglected when the piezoelectric layer is thicker. It can be seen that


Fig. 5 Through-thickness electric potential distributions for three-ply [2/1/1/2], a/h=4 (-) nonlinear distribution, (---) linear distribution


Fig. 6 Through-thickness electric potential distributions for three-ply [2/1/1/2], a/h=50 (-) nonlinear distribution, (---) linear distribution


Fig. 7 Through-thickness electric potential distributions for five-ply [p/0/90/0/p] for $\mathrm{a} / \mathrm{h}=4$ (-) closed-circuit; (----) opencircuit
the electric fields in piezoelectric layers have considerable difference between linear distribution (LD) and nonlinear distribution (ND), especially, for electric field in middle piezoelectric layer. However, the difference is very small for the third laminated plate.
7.2 Cantilever Composite Plate With Distributed Actuators. Figure 9 shows a composite cantilever plate with twentytwo square and eight nonsquare surface bonded piezoelectric ceramic patches, material properties denoted as 3 in Table 1. Stacking of the composite plate is $\left[0^{\circ} / \pm 45^{\circ}\right]$ s and the plate is made of graphite/epoxy unidirectional laminate, material properties denoted as 5 in Table 1. The geometric size of the plate and the corresponding meshes are shown in Fig. 9. The deflections are induced by an applied uniform electric field of $394 \mathrm{~V} / \mathrm{mm}$, of opposite polarity at the upper and lower piezoelectric patches. The following nondimensional deflection parameters are computed by the present element model (HS) and shown in Figs. 10-12:

$$
\begin{gathered}
W_{L}=w_{2} / C, \quad W_{T}=\left[w_{2}-\left(w_{1}+w_{3}\right) / 2\right] / C \\
\text { and } \quad W_{R}=\left(w_{3}-w_{1}\right) / C,
\end{gathered}
$$

which correspond to longitudinal bending, transverse bending and lateral twisting deflections. In the above equations, $w_{2}, w_{1}$, and $w_{3}$ are the transverse displacement along the midline and the two


Fig. 8 Through-thickness electric potential distributions for five-ply [p/0/90/0/p] for $\mathrm{a} / \mathrm{h}=50(\longrightarrow)$ closed-circuit; (????) open-circuit


Fig. 9 A cantilever composite plate with thirty surface-bonded piezoelectric actuators
edges, respectively, and $C$ is the width of the plate. For comparative purpose, the experimental results of Crawly and Lazarus [28] and the finite element predictions of Ha et al. [7] are also included in the figures. The element models developed by Ha et al. [7] are eight-node solid elements with nine incompatible displacement modes. These incompatible elements suffer from shear locking when the elements are not in the form of rectangular prisms [29]. Despite the regular geometry of the elements in this example, $W_{R}$ predicted by the incompatible models are apparently smaller than that obtained by the present model and the experimental measurement.

## 8 Conclusions

In this paper, an eight-node hexahedral solid-shell element for laminated composite structures is employed. The generalized laminate stiffness matrices are derived by the assumed natural


Fig. 10 Nondimensional longitudinal bending deflection of cantilever plate in Fig. 9. (-) present results; (---) Ha et al. [7]; ( $\square$ ) experiment [Crawly and Lazarus [21]].


Fig. 11 Nondimensional transverse bending deflection of the cantilever plate in Fig. 9. (-) present result; ( --- ) Ha et al. [7]; ( $\square$ ) experiment [Crawly and Lazarus [21]].


Fig. 12 Nondimensional lateral twisting deflection of the cantilever plate in Fig. 9. (-) present result; (---) Ha et al. [7]; ( $\square$ ) experiment [Crawly and Lazarus [21]].
strain method and hybrid stress method. The developed finite element models can resolve thickness locking and some abnormalities of the solid-shell elements in laminated materials. The solidshell elements are then generalized for modeling piezoelectric materials by including the electromechanical coupling. Unlike the conventional piezoelectric elements, the nonlinear electric potential distribution in the piezoelectric layer is described by introducing internal electric potential. Moreover, the notion of electric nodes is introduced that can conveniently take into account the equipotential effect induced by the electrodes. The developed finite element models, especially, electric node model, have the advantages of simpler modeling and can obtain same effect that exact solution described. The predicted results show that the effect on natural frequency and electric field caused by throughthickness nonlinear electric potential distribution is very small, especially, in the case of thin plate and laminate composite structure with surface bonded piezoelectric patches.

## References

[1] Chandrashekhara, K., and Agarwal, A. N., 1993, "Active Vibration Control of Laminated Composite Plates Using Piezoelectric Devices: A Finite Element Approach," J. Intell. Mater. Syst. Struct., 4, pp. 496-508.
[2] Detwiler, D. T., Shen, M. H., and Venkayya, V. B., 1995, "Finite Element Analysis of Laminated Composite Structures Containing Distributed Piezoelectric Actuators and Sensors," Finite Elem. Anal. Design, 20, pp. 87-100.
[3] Saravanos, D. A., Heyliger, P. R., and Hopkins, D. A., 1997, "Layerwise Mechanics and Finite Element for the Dynamic Analysis of Piezoelectric Composite Plates," Int. J. Solids Struct., 34, pp. 359-378.
[4] Hwang, W. S., and Park, H. C., 1993, "Finite Element Modelling of Piezoelectric Sensors and Actuators," AIAA J., 31, pp. 930-937.
[5] Sze, K. Y., and Yao, L. Q., 2000, "Modeling Smart Structures With Segmented Piezoelectric Sensors and Actuators," J. Sound Vib., 235, pp. 495-520.
[6] Sze, K. Y., Yao, L. Q., and Yi, S., 2000, "A Hybrid-Stress ANS Solid-Shell Element and Its Generalization for Smart Structure Modeling-Part II: Smart

Structure Modeling," Int. J. Numer. Methods Eng., 48, pp. 565-582.
[7] Ha, S. K., Keilers, C., and Chang, F. K., 1992, "Finite Element Analysis of Composite Structures Containing Distributed Piezoelectric Sensors and Actuators," AIAA J., 30, pp. 772-780.
[8] Kim, J., Varadan, V. V., and Varadan, V. K., 1997, "Finite Element Modelling of Structures Including Piezoelectric Active Devices," Int. J. Numer. Methods Eng., 40, pp. 817-832.
[9] Tzou, H. S., and Ye, R., 1996, "Analysis of Piezoelectric Structures With Laminated Piezoelectric Triangle Shell Elements," AIAA J., 34, pp. 110-115.
[10] Tzou, H. S., Tseng, C. I., and Bahrami, H., 1994, "A Thin Piezoelectric Hexahedron Finite Element Applied to Design of Smart Continua," Finite Elem. Anal. Design, 16, pp. 27-42.
[11] Rao, S. S., and Sunar, M., 1993, "Analysis of Distributed Thermopizoelectric Sensors and Actuators in Advanced Intelligent Structures," Am. Inst. Aeronautics Astron. J., 31, pp. 1280-1286.
[12] Heyliger, P. R., and Saravanos, D. A., 1995, "Exact Free-Vibration Analysis of Laminated Plates With Embedded Piezoelectric Layers," J. Acoust. Soc. Am., 98, pp. 1547-1557.
[13] Lee, H. J., and Saravanos, D. A., 1997, "Generalized Finite Element Formulation for Smart Multilayered Thermal Piezoelectric Composite Plates," Int. J. Solids Struct., 34, pp. 3355-3371.
[14] Saravanos, D. A., and Heyliger, P. R., 1994, "Coupled Layerwise Analysis of Composite Beams With Embedded Piezoelectric Sensors and Actuators," J. Intell. Mater. Syst. Struct., 6, pp. 350-363.
[15] Heyliger, P. R., Ramirez, G., and Saravanos, D. A., 1994, "Coupled DiscreteLayer Finite Elements for Laminated Piezoelectric Plates," Commun. Numer. Methods Eng., 10, pp. 971-981.
[16] Reddy, J. N., 1999, "On Laminated Composite Plates With Integrated Sensors and Actuators," Eng. Struct., 21, pp. 568-593.
[17] Lammering, R., 1991, "The Application of a Finite Shell Element for Composites Containing Piezoelectric Polymers in Vibration Control," Comput. Struct., 41, pp. 1101-1109.
[18] Wang, Z. D., Chen, S. H., and Han, W. Z., 1997, "The Static Shape Control for Intelligent Structures," Finite Elem. Anal. Design, 26, pp. 303-314.
[19] Lee, C. K., 1990, "Theory of Laminated Piezoelectric Plates for the Design of Distributed Sensors/Actuators. Part I: Governing Equations and Reciprocal Relationships," J. Appl. Mech., 57, pp. 434-441.
[20] Sze, K. Y., and Yao, L. Q., 2000, "A Hybrid-Stress ANS Solid-Shell Element and its Generalization for Smart Structure Modeling. Part I: Solid-Shell Element Formulation," Int. J. Numer. Methods Eng., 48, pp. 545-564.
[21] Park, K. C., and Stanley, G. M., 1986, "A Curved C0 Shell Element Based on Assumed Natural Coordinate Strains," J. Appl. Mech., 53, pp. 278-290.
[22] Hauptmann, R., and Schweizerhof, K., 1988, "A Systematic Development of Solid-Shell Element Formulations for Linear and Nonlinear Analysis Employing Only Displacement Degrees of Freedom," Int. J. Numer. Methods Eng., 42, pp. 49-69.
[23] Sze, K. Y., and Zhu, D., 1999, "A Quadratic Assumed Natural Strain Curved Triangular Shell Element," Comput. Methods Appl. Mech. Eng., 174, pp. 5771.
[24] Sze, K. Y., Yi, S., and Tay, M. H., 1997, "An Explicit Hybrid-Stabilized Eighteen-Node Solid Element for Thin Shell Analysis," Int. J. Numer. Methods Eng., 40, pp. 1839-1856.
[25] Sze, K. Y., and Pan, Y. S., 1999, "Hybrid Finite Element Models for Piezoelectric Materials," J. Sound Vib., 26, pp. 519-547.
[26] Pian, T. H. H., 1985, "Finite Elements Based on Consistently Assumed Stresses and Displacements," Finite Elem. Anal. Design, 1, pp. 131-140.
[27] Sze, K. Y., 1992, "Efficient Formulation of Robust Hybrid Elements Using, Orthogonal Stress/Strain Interpolants and Admissible Matrix Formulation," Int. J. Numer. Methods Eng., 35, pp. 1-20.
[28] Crawly, J. L., and Lazarus, K. B., 1991, "Induced Strain Actuation of Isotropic and Anisotropic Plate," Am. Inst. Aeronautics Astron. J., 29, pp. 944-951.
[29] Sze, K. Y., and Ghali, A., 1993, "An Hexahedral Element for Plates, Shells and Beams by Selective Scaling," Int. J. Numer. Methods Eng., 36, pp. 15191540.


# Axisymmetric Plane Stress States of an Annulus Subject to Displacive Shear Transformation 


#### Abstract

We study the equilibrium stress field in an annulus composed of a material that admits stress-induced displacive phase transformation that preserves volume. A standard example is the austenite to martensite transformation in shape memory alloys. Attention is restricted to isothermal and axisymmetric load increase. The constitutive model follows a standard $J_{2}$ formulation appropriate for small strains and incorporates a single internal variable (the martensite phase fraction). A plane-stress boundary value problem is analyzed so as to determine the partitioning of the annulus into regions of (pure) austenite, (pure) martensite, and austenite/martensite mixture. Structure maps are presented, giving concise descriptions of the phase partitioning as the loads increase. [DOI: 10.1115/1.1828062]


## 1 Introduction

This paper presents a detailed examination of axisymmetric stress, strain and phase fraction fields in an equilibrated annulus composed of a material that undergoes displacive shear transformation. This includes the case of shape memory alloys, which accounts for the basic interest in this problem. In view of standard notions of plane stress, we regard the annulus as a thin, flat plate. Attention is restricted to isothermal load increase at a temperature for which the more ordered crystal structure (austenite) is either stable or metastable at zero stress. In the context of shape memory materials this corresponds to temperatures above the martensitestart temperature $M_{s}$. The plate is traction free on its upper and lower faces, and subject to uniform normal traction $\sigma_{r r}=-p_{i}$ on its inner edge $r=r_{i}$, and uniform normal traction $\sigma_{r r}=-p_{o}$ on its outer edge $r=r_{o}$. This type of problem for the case of an infinite shape memory plate subject to far-field equi-biaxial load and a traction free inner edge was recently the subject of Birman [1] and so corresponds to the specializations ( $r_{o} \rightarrow \infty, p_{i}=0$ ) for the problem considered here. In addition to generalizing the geometry and the loading conditions of Birman [1], we utilize a more standard model for the determination of transformation strain. This more standard model does not constrain the radial normal transformation strain to be equal to the azimuthal normal transformation strain and so is in keeping with conventional $J_{2}$ style formulations. Like Birman [1], solutions involving nonconstant phase fractions require a numerical treatment, however by employing a Nadai transformation we achieve a more concise analytical formulation that in turn gives rise to certain efficiencies in the numerical treatment of the resulting two-point boundary value problem.

Engineering scale models for shape memory behavior typically introduce one or more phase fraction internal variables in order to track the transformation between the austenite phase and the martensite phase that is responsible for the shape memory effect. At present there exist a variety of such models, and the reader is referred to one of the various reviews on this subject (e.g., $[2,3]$ ). For a simpler geometry corresponding to uniaxial load, many of the most common models can be put in close equivalence with

[^6]each other provided that the loading is not reversed. Loading is associated with what is typically referred to as the forward transformation (austenite to martensite). Such equivalences break down in unloading after full or partial completion of the forward transformation. This is due to the different treatments in the various models for the hysteresis associated with the reverse transformation (martensite to austenite)
For more complicated loading geometries, similar close equivalences occur in loading so long as only the forward transformation is activated. Here the work of Bondaryev and Wayman [4] evidently provides the first useful and general multi-dimensional model of such thermomechanical behavior. Their work gives what can be viewed as the $J_{2}$-style flow generalization of an infinitesimal strain uniaxial treatment. In particular, so long as unloading is not at issue, this provides a conceptual setting that in effect would apply to many current $J_{2}$-style models for displacive shear transformation. For multi-axial load, the utility of $J_{2}$-based models as a useful first approximation is apparent from experiments on shape memory alloys by Gall et al. [5] and Lim and McDowell [6] among others.

Isothermal loading response of shape memory materials has been extensively studied and modeled in the one-dimensional setting of uniaxial tension such as is appropriate for thin wires. As shown by the schematic diagram in Fig. 1(a), the stress-strain curve for loading is then characterized by a loading plateau as the material converts from austenite to martensite. This conversion takes place over a relatively small stress interval from $\sigma_{s}^{F T}(T)$ to $\sigma_{f}^{F T}(T)$ which depends on temperature (hence the argument $T$ ). The superscript $F T$ denotes "forward transformation," while the subscripts refer to "start" and "finish." This is referred to as pseudoelastic behavior. The threshold stresses $\sigma_{s}^{F T}$ and $\sigma_{f}^{F T}$ increase with temperature at an essentially constant rate, as indicated in Fig. 1(b), so as to be consistent with the ClausiusClapeyron relation. The associated modeling considerations are reviewed, for example, in [3].

Again with reference to Fig. 1(a), the stress-strain curve for unloading in uniaxial tension at $T>A_{f}$ is also characterized by a pseudoelastic unloading plateau (below the loading plateau) as the material converts martensite back to austenite (the reverse transformation). Let $\sigma_{s}^{R T}(T)$ and $\sigma_{f}^{R T}(T)$ denote the associated threshold stresses. In particular, $\sigma_{f}^{R T}\left(A_{f}\right)=0$, which is due to the fact that unloading at temperatures below $A_{f}$ results in an incomplete reverse transformation. The temperature ordering $M_{f}<M_{s}<A_{s}$ $<A_{f}$ implies for $T>A_{f}$ that $\sigma_{f}^{R T}(T)<\sigma_{s}^{R T}(T)<\sigma_{s}^{F T}(T)$ $<\sigma_{f}^{F T}(T)$.


Fig. 1 (a) Typical one-dimensional stress-strain curve for $T>A_{f}$. (b) Temperature dependence of threshold stresses $\sigma_{s}^{F T}, \sigma_{f}^{F T}, \sigma_{s}^{R T}$ and $\sigma_{f}^{R T}$.

Since the stress is essentially uniform in a thin wire, the conversion of austenite to martensite takes place over a relatively small load interval. For more complicated geometries, such as the plate geometry considered in this paper, the conversion of the entire structure from the austenite to the martensite state may take place over an appreciable range of load. Over this load range, it is necessary to describe the partitioning of the structure into regions of austenite, martensite and their mixture. For this purpose, it is standard practice to employ a field variable, here $\xi$, for the volumetric phase fraction of martensite within a general mixture of austenite and martensite. From the viewpoint of continuum mechanics, $\xi$ is an internal variable as it describes additional microstructure features at each point in the continuum. At each radial value $r$, the phase fraction $\xi$ is determined from the effective stress. If the temperature is not constant, then the phase fraction $\xi$ is determined from both effective stress and temperature.

It is to be noted that certain shape memory models further refine such a phase fraction field variable so as to distinguish different types or different variants of martensite and to properly account for the directionality of transformation strain. The same effect can typically be achieved in $J_{2}$ theories without such refinement by specifying transformation strain in terms of the stress deviator [4].

We do not consider unloading issues associated with the reverse transformation from martensite back to austenite even though the present modeling framework is sufficiently general to accommodate this extension. If both forward and reverse transformations occur, then the phase fraction $\xi$ depends not only on the current values of effective stress and temperature but also on their past history. It is at this juncture that the various models exhibit marked differences in the treatment of the associated phase fraction hysteresis. Further brief commentary on such extended modeling is presented in the next section.

In the next section we also formulate the boundary value problem for the annulus. Similar boundary value problems have been considered for materials that admit dilatational martensitic transformation [7] instead of the shearing martensitic transformation considered here. Dilatational martensitic transformation is responsible for transformation toughening in certain ceramic materials [8]. On the other hand, the martensitic transformations associated with shape memory behavior in metal alloys have little, if any, volume change and the associated continuum models invoke transformation strains that are volume preserving.

The boundary value problem of interest here reduces to two ordinary differential equations; one follows from the stress equations of equilibrium and the other follows from the dependence of
$\xi$ upon effective stress. No additional assumptions are introduced, such as the assumption in [1] which postulates that the ratio $\sigma_{r r} / \sigma_{\theta \theta}$, as a function of $r$, shares the same formula as that of the elastic solution. Indeed we find that such an assumption is not obeyed, due to a significant redistribution of stress associated with the martensitic transformation.
Additional analytical simplification follows by employing a change of variables due to Nadai [9]. The associated boundary value problem admits simple closed form solutions for the case in which no transformation takes place anywhere within the plate. In all other cases we find it necessary to employ a numerical procedure to obtain solutions. However, in all cases it does follow analytically that the effective stress is a nonincreasing function of $r$. Thus the martensite phase fraction is also nonincreasing with $r$. The most general phase distribution involves a plate that is partitioned into an inner martensite ring ( $r_{i}<r<r_{\mathcal{M}}$ ), an intermediate ring involving phase coexistence ( $r_{\mathcal{M}}<r<r_{\mathcal{A}}$ ), and an outer ring of austenite ( $r_{\mathcal{A}}<r<r_{o}$ ) as shown in Fig. 2. Less complicated phase arrangements involve only one or two such rings. In this


Fig. 2 Generic phase distribution within the shape memory alloy annulus. The inner ring $\mathcal{M}\left(r_{i} \leqslant r \leqslant r_{\mathcal{M}}\right)$ consists of martensite. The outer ring $\mathcal{A}\left(r_{\mathcal{A}} \leqslant r \leqslant r_{o}\right)$ consists of austenite. The intermediate ring $\mathcal{C}\left(r_{\mathcal{M}}<r<r_{\mathcal{A}}\right)$ consists of an austenite/ martensite mixture.
setting a quasi-static program of increasing loads ( $p_{i}, p_{o}$ ) results in the original austenite ring for $\left(p_{i}, p_{o}\right)=(0,0)$ giving way to a two-ring structure via the emergence of the mixture zone at the inner boundary. The emergence itself corresponds to the special case wherein $r_{\mathcal{A}}=r_{i}$. The particular combinations ( $p_{i}, p_{o}$ ) associated with the emergence of the mixture zone can be computed analytically.

Further increase in ( $p_{i}, p_{o}$ ) causes the interface $r=r_{\mathcal{A}}$ to advance from the inner radius into the interior of the plate. Eventually the loads ( $p_{i}, p_{o}$ ) may increase to values such that the interface $r=r_{\mathcal{A}}$ encounters the outer boundary $r=r_{o}$. The loads may also increase to values such that the second interface $r=r_{\mathcal{M}}$ emerges at the inner boundary $r=r_{i}$, heralding the conclusion of the austenite to martensite transformation at that location. Continued load increase now also advances the second front into the plate. At a fixed radius $r$, passage of the first front initiates the austenite-to-martensite transformation and passage of the second front completes this transformation.

Values of $\left(p_{i}, p_{o}\right)$ associated with either scenario $r_{\mathcal{A}}=r_{o}$ or $r_{\mathcal{M}}=r_{i}$ can be obtained numerically. Either scenario may occur first, depending on the geometry (characterized by $r_{i}$ and $r_{o}$ ) and on the constitutive parameters. Similar ring shaped zones describe configurations associated with dilatant phase transformations, and the work of Giannakopoulos and Olson [7] shows how the development of such zones is sensitive to various modeling assumptions on the nature of the dilitant transformation. For the displacive shear transformations considered here the partitioning of the plate into various pure and mixed phase regions is described with the aid of structure maps in the $\left(p_{i}, p_{o}\right)$ plane. The structure map is completed by determining the loads associated with the disappearance of the second front $r=r_{\mathcal{M}}$ at the plate outer boundary $r=r_{o}$. Thus a general structure map consists of four closed curves in the ( $p_{i}, p_{o}$ ) plane associated with the conditions $r_{\mathcal{A}}=r_{i}, r_{\mathcal{A}}$ $=r_{o}, r_{\mathcal{M}}=r_{i}$, and $r_{\mathcal{M}}=r_{o}$. Examples of various structure maps are presented in Sec. 6.

## 2 Problem Statement

Following a standard development [10] we consider a plate of constant thickness in the shape of an annulus with inner radius $r_{i}$ and outer radius $r_{o}$ (Fig. 2). It is held at a constant temperature and prior to loading is everywhere in the austenite phase. It is subject to uniform edge thrusts described by

$$
\begin{gather*}
\sigma_{r r}=-p_{o} \quad \text { at } r=r_{o},  \tag{1}\\
\sigma_{r r}=-p_{i} \quad \text { at } r=r_{i} .
\end{gather*}
$$

There is no shear traction on the boundaries. This setting is consistent with axisymmetric radial displacement $u_{r}(r)$ and vanishing azimuthal displacement $u_{\theta}=0$. A plane stress solution of the plate involves only $\sigma_{r r}$ and $\sigma_{\theta \theta}$, both functions of $r$ only.

The equilibrium equations reduce to the single equation

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{r r}}{\mathrm{~d} r}+\frac{\sigma_{r r}-\sigma_{\theta \theta}}{r}=0 . \tag{2}
\end{equation*}
$$

Attention is restricted to infinitesimal strains. The polar coordinate system provides a principal frame in which the in-plane strains are given by

$$
\begin{equation*}
\varepsilon_{r r}=\frac{\mathrm{d} u_{r}}{\mathrm{~d} r} \quad \text { and } \quad \varepsilon_{\theta \theta}=\frac{u_{r}}{r} . \tag{3}
\end{equation*}
$$

The out-of-plane strain $\varepsilon_{z z}$ need not enter the problem formulation, but can be determined from the constitutive description as shown in what follows. To maintain compatibility, the in-plane strain components in (3) must satisfy

$$
\begin{equation*}
\varepsilon_{r r}=\frac{\mathrm{d}\left(r \varepsilon_{\theta \theta}\right)}{\mathrm{d} r} . \tag{4}
\end{equation*}
$$

The plate is composed of a material capable of transforming between the two distinct phases of martensite and austenite. The martensite phase fraction is denoted by $\xi$ so that $\xi=1$ corresponds to martensite and $\xi=0$ corresponds to austenite, while $0<\xi<1$ indicates a state of austenite/martensite mixture. In general $\xi$ varies with radial location. The strains are additively decomposed into two parts, the elastic part which can be expressed in terms of stresses, and the inelastic part consisting of the transformation strains that result from phase transformation:

$$
\begin{align*}
& \varepsilon_{r r}=\left(\sigma_{r r}-\nu \sigma_{\theta \theta}\right) / E+\varepsilon_{r}^{\mathrm{tran}}, \\
& \varepsilon_{\theta \theta}=\left(\sigma_{\theta \theta}-\nu \sigma_{r r}\right) / E+\varepsilon_{\theta}^{\mathrm{tran}},  \tag{5}\\
& \varepsilon_{z z}=-\nu\left(\sigma_{r r}+\sigma_{\theta \theta}\right) / E+\varepsilon_{z}^{\text {tran }}
\end{align*}
$$

where $E$ is the Young's modulus, $\nu$ is the Poisson's ratio, and $\varepsilon_{r}^{\text {tran }}, \varepsilon_{\theta}^{\text {tran }}$ and $\varepsilon_{z}^{\text {tran }}$ are the transformation strains. In the present analysis, the elastic moduli are taken to be the same in both austenite and martensite. Conventional thermal expansion is not considered here as the analysis is isothermal.

Let $\boldsymbol{\tau}$ be the stress tensor and $\mathbf{1}$ be the identity tensor so that $\mathbf{S}=\boldsymbol{\tau}-1 / 3(\operatorname{tr} \boldsymbol{\tau}) \mathbf{1}$ is the deviatoric stress tensor and $J_{2}$ $=1 / 2 \operatorname{tr}\left(\mathbf{S}^{T} \mathbf{S}\right)$. The transformation strain tensor $\boldsymbol{\varepsilon}^{\text {tran }}$ is taken to be in the same direction as $\mathbf{S}$ and proportional to $\xi$, specifically

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{\mathrm{tran}}=\frac{\mathbf{S}}{\sqrt{\operatorname{tr}\left(\mathbf{S}^{T} \mathbf{S}\right)}} \sqrt{3 / 2} \alpha \xi \tag{6}
\end{equation*}
$$

Note that $\operatorname{tr} \boldsymbol{\varepsilon}^{\text {tran }}=0$, indicating that the phase transformation by itself is volume preserving in the present small strain setting. The material constant $\alpha$ in (6) corresponds to the axial transformation strain under uniaxial load for complete conversion of austenite to martensite. Namely if $\boldsymbol{\tau}=\sigma_{x x} \mathbf{e}_{1} \otimes \mathbf{e}_{1}$ then $\boldsymbol{\varepsilon}^{\mathrm{tran}}=\alpha \xi\left(\mathbf{e}_{1} \otimes \mathbf{e}_{1}\right.$ $\left.-1 / 2 \mathbf{e}_{2} \otimes \mathbf{e}_{2}-1 / 2 \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right)$ so that $\varepsilon_{x x}^{\text {tran }}=\alpha$ if the forward transformation is complete $(\xi=1)$. The expression (6) is a deformation version of the flow rule in the model of Bondaryev and Wayman [4]. Namely, their model gives the specification of $\mathrm{d} \boldsymbol{\varepsilon}^{\text {tran }}$ rather than $\boldsymbol{\varepsilon}^{\text {tran }}$. The present deformation version follows closely the recent formulation of Briggs and Ostrowski [11]. It is expected that $J_{2}$-style theories would generally involve either a formulation like (6) or else an associated rate version (see for example (3.25) of [12]). Recently, for example, Briggs and Ponte Castaneda [13] have employed such a model to estimate the effective behavior of shape memory alloy fiber composites.
Specializing (6) to the case of plane stress gives

$$
\begin{align*}
& \varepsilon_{r}^{\mathrm{tran}}=\frac{2 \sigma_{r r}-\sigma_{\theta \theta}}{2 \sigma} \alpha \xi \\
& \varepsilon_{\theta}^{\mathrm{tran}}=\frac{2 \sigma_{\theta \theta}-\sigma_{r r}}{2 \sigma} \alpha \xi,  \tag{7}\\
& \varepsilon_{z}^{\mathrm{tran}}=-\frac{\sigma_{\theta \theta}+\sigma_{r r}}{2 \sigma} \alpha \xi,
\end{align*}
$$

where $\sigma$ is the effective stress given by

$$
\begin{equation*}
\sigma=\sqrt{\sigma_{r r}^{2}-\sigma_{r r} \sigma_{\theta \theta}+\sigma_{\theta \theta}^{2}} \tag{8}
\end{equation*}
$$

The effective stress $\sigma$ for general three-dimensional analysis is $\sqrt{3 \operatorname{tr}\left(\mathbf{S}^{T} \mathbf{S}\right) / 2}=\sqrt{3 J_{2}}$ and so reduces to (8) for our problem. Note from (7) that $\varepsilon_{r}^{\text {tran }} \neq \varepsilon_{\theta}^{\text {tran }}$ if $\sigma_{r r} \neq \sigma_{\theta \theta}$. This differs from the constitutive assumption $\varepsilon_{r}^{\text {tran }}=\varepsilon_{\theta}^{\text {tran }}$ employed in [1] [Eq. (5)]. The effective stress can be regarded as a scalar representation of the shear character resident in the stress tensor. That this dictates the martensite phase fraction is consistent with experiments on shape memory alloys showing for these materials that shear is the predominant factor in stress induced martensitic transformation [14].
For $J_{2}$-style theories the dependence of $\xi$ on $\tau$ is only through $J_{2}$ or equivalently only through $\sigma$. Starting from a state of pure
austenite $(\xi=0)$, let $g^{F T}(\sigma, T)$ give the phase fraction $\xi$ for uninterrupted forward transformation. Any $J_{2}$-style theory will define such a function, which for our purposes is referred to as the forward envelope function. In a similar fashion, the reverse envelope function $g^{R T}(\sigma, T)$ gives $\xi$ for uninterrupted reverse transforma-
tion starting from a state of pure martensite ( $\xi=1$ ). An example of such a $\sigma-\xi$ curve for $T>A_{f}$ is shown in Fig. 3. Such envelope functions play a role that is analogous to yield surface functions in traditional plasticity theory. A useful approximation for $g^{F T}(\sigma, T)$ and $g^{R T}(\sigma, T)$ is then (cf. [15])

$$
g^{F T}(\sigma, T)= \begin{cases}1 & \text { for } \sigma \geqslant \sigma_{f}^{F T}(T),  \tag{9}\\ \frac{1}{2}\left[1-\cos \left(\frac{\sigma-\sigma_{s}^{F T}(T)}{\sigma_{f}^{F T}(T)-\sigma_{s}^{F T}(T)} \pi\right)\right] & \text { for } \sigma_{s}^{F T}(T)<\sigma<\sigma_{f}^{F T}(T), \\ 0 & \text { for } \sigma \leqslant \sigma_{s}^{F T}(T),\end{cases}
$$

with similar construction for $g^{R T}(\sigma, T)$. This framework is sufficient for the description of complete transformation behavior, but incompletely posed for the description of partial transformation behavior associated with subloops. Extensions that allow for the description of subloops due to partial transformation followed by transformation reversal can be accomplished in this framework, but such extensions are highly model dependent. For example, Duhem-Madelung hysteresis models extend the above framework using history dependent kinetic rules framed in terms of differential equations that depend on the envelope functions [16]. Other models, such as those using a Preisach algorithm, are not quite so conveniently described [3]. As the present study restricts attention only to the forward transformation starting from pure austenite, such considerations are not germane.

In this paper, attention is restricted to the case of isothermal loading beginning from pure austenite as may occur for $T>M_{s}$. Loading here refers to conditions such that effective stress $\sigma$ at each location $r$ is increasing with time (or keeps the same value) whereupon the reverse transformation is never activated. Under such circumstances, temperature can be dropped from the notation and only the forward transformation need be considered. Hence Eq. (9) is rewritten as

$$
g(\sigma)= \begin{cases}1 & \text { for } \sigma \geqslant \sigma_{f},  \tag{10}\\ \frac{1}{2}\left[1-\cos \left(\frac{\sigma-\sigma_{s}}{\sigma_{f}-\sigma_{s}} \pi\right)\right] & \text { for } \sigma_{s}<\sigma<\sigma_{f}, \\ 0 & \text { for } \sigma \leqslant \sigma_{s}\end{cases}
$$

by employing the following replacement:

$$
\begin{equation*}
g^{F T}(\sigma, T) \rightarrow g(\sigma), \quad \sigma_{s}^{F T}(T) \rightarrow \sigma_{s}, \quad \sigma_{f}^{F T}(T) \rightarrow \sigma_{f} \tag{11}
\end{equation*}
$$

In this convention, we have $\xi=g(\sigma)$ with $\xi=0$ if $\sigma \leqslant \sigma_{s}$ and $\xi=1$ if $\sigma \geqslant \sigma_{f}$. In general the martensite fraction function $g(\sigma)$ is a continuous, differentiable and nondecreasing function, obeying 0


Fig. 3 Martensite phase fraction as a function of effective stress for $\boldsymbol{T}>\boldsymbol{A}_{\boldsymbol{f}}$
$\leqslant g(\sigma) \leqslant 1$. This definition of $\xi$ together with (5) and (7) implies tension/compression symmetry for such purely $J_{2}$-style models. A useful extension that allows tension/compression asymmetry in an otherwise initially isotropic setting involves the refinement $g$ $=g\left(\sigma, J_{3}\right)$, where $J_{3}=\operatorname{det} \mathbf{S}$ as considered, for example, in [12,17].

The framework presented above is sufficient for the determination of how the plate transforms from austenite to martensite due to change in the thrusts $p_{i}$ and $p_{o}$. If the applied thrusts ( $p_{i}, p_{o}$ ) are regarded as functions of time, then the stresses, strains and phase fraction are also functions of time. It is assumed that the thrust loads change slowly so that the effect of inertia on the deformation and phase transformation can be neglected. This allows for the interpretation in terms of quasi-static phase evolution within the plate as discussed in the Introduction.

In the present treatment $\xi(r)$ is a continuous function of $r$ obeying $0 \leqslant \xi(r) \leqslant 1$. For fixed $p_{i}$ and $p_{o}$ the plate can be in one of three broad phase states: a fully austenite state denoted by $\mathcal{A}$ meaning that $\xi(r)$ is identically zero, a fully martensite state denoted by $\mathcal{M}$ meaning that $\xi(r)$ is identically 1 , or some kind of combined state denoted through the use of $\mathcal{C}$ meaning that there is at least one value of $r$ such that $0<\xi(r)<1$.

## 3 A Useful Reformulation

Equations (5) and (7) lead to the following expression for the in-plane strains

$$
\begin{align*}
& \varepsilon_{r r}=\frac{1}{E}\left(\sigma_{r r}-\nu \sigma_{\theta \theta}\right)+\left(\frac{1}{E_{s}(\sigma)}-\frac{1}{E}\right)\left(\sigma_{r r}-\frac{1}{2} \sigma_{\theta \theta}\right),  \tag{12}\\
& \varepsilon_{\theta \theta}=\frac{1}{E}\left(\sigma_{\theta \theta}-\nu \sigma_{r r}\right)+\left(\frac{1}{E_{s}(\sigma)}-\frac{1}{E}\right)\left(\sigma_{\theta \theta}-\frac{1}{2} \sigma_{r r}\right),
\end{align*}
$$

where $E_{s}(\sigma)$ is the secant modulus given by

$$
\begin{equation*}
E_{s}(\sigma)=\frac{1}{1 / E+\alpha \xi / \sigma}=\frac{1}{1 / E+\alpha g(\sigma) / \sigma} . \tag{13}
\end{equation*}
$$

Substituting from (12) into the compatibility condition (4) now gives

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} r}\left(\sigma_{r r}+\sigma_{\theta \theta}\right)-\frac{2 \sigma_{\theta \theta}-\sigma_{r r}}{2 E_{s}(\sigma)} \frac{\mathrm{d}}{\mathrm{~d} r} E_{s}(\sigma)=0 \tag{14}
\end{equation*}
$$

in which the equilibrium equation (2) has been used to eliminate the terms involving the Poisson's ratio. The absence of the Poisson's ratio is not unexpected for the case of plane stress as discussed for example by Budiansky [18] in the context of what is known as the extended Michell's theorem. This theorem gives that the stress field for a traction boundary value problem is independent of Poisson's ratio for the type of problems under consider-
ation here. Rather than directly substituting from (8) into (14), we introduce the following change of variables due to Nadai [9]:

$$
\begin{align*}
& \sigma_{r r}=\frac{2 \sigma}{\sqrt{3}} \sin \left(\beta+\frac{\pi}{6}\right), \quad(\sigma>0) \\
& \sigma_{\theta \theta}=\frac{2 \sigma}{\sqrt{3}} \sin \left(\beta-\frac{\pi}{6}\right),
\end{align*}
$$

where $\beta$ is a function of $r$ and for convenience is taken as obeying $0 \leqslant \beta<2 \pi$. Notice that the stresses given by (15) automatically satisfy (8)

By virtue of the definition of $E_{s}(\sigma)$ given in (13), the equilibrium (2) and the compatibility (14) can be written in terms of $\sigma$ $=\sigma(r)$ and $\beta=\beta(r)$ as

$$
\begin{gathered}
\sin \left(\beta+\frac{\pi}{6}\right) \frac{\mathrm{d} \sigma}{\mathrm{~d} r}+\sigma \cos \left(\beta+\frac{\pi}{6}\right) \frac{\mathrm{d} \beta}{\mathrm{~d} r}=-\frac{\sigma \cos \beta}{r}, \\
{\left[\sin \beta-\frac{E \alpha\left(g-\sigma g^{\prime}\right)}{2(E \alpha g+\sigma)} \sin (\beta-\pi / 3)\right] \frac{\mathrm{d} \sigma}{\mathrm{~d} r}+\sigma \cos \beta \frac{\mathrm{d} \beta}{\mathrm{~d} r}=0,}
\end{gathered}
$$

$$
\begin{equation*}
(\sigma>0) \tag{16}
\end{equation*}
$$

where for simplicity $g(\sigma)$ is written as $g$ and $g^{\prime}=g^{\prime}(\sigma)$ denotes the derivative $\mathrm{d} g / \mathrm{d} \sigma$. Solving (16) for $\mathrm{d} \sigma / \mathrm{d} r$ and $\mathrm{d} \beta / \mathrm{d} r$ gives

$$
\begin{gather*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} r}=-\frac{\sigma^{2} \cos ^{2} \beta}{r \Delta} \\
\frac{\mathrm{~d} \beta}{\mathrm{~d} r}=\frac{\sigma \cos \beta}{r \Delta}\left[\sin \beta-\frac{E \alpha\left(g-\sigma g^{\prime}\right)}{2(E \alpha g+\sigma)} \sin (\beta-\pi / 3)\right]
\end{gather*}
$$

with $\Delta$ given by

$$
\begin{equation*}
\Delta=\frac{\sigma}{2}\left[1-\frac{E \alpha\left(g-\sigma g^{\prime}\right)}{E \alpha g+\sigma} \cos ^{2}(\beta+\pi / 6)\right] . \tag{18}
\end{equation*}
$$

Note that the dependence of governing equations (17) and (18) on parameters $E$ and $\alpha$ is solely through the product $E \alpha$ which serves as a basic measure of complete transformation stress in the sense of a one-dimensional description.

By definition $\sigma>0$ and $E, \alpha, g$, and $g^{\prime}$ are non-negative, therefore $\Delta>0$. It follows from (17) with $\Delta>0$ that

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} r} \leqslant 0 . \tag{19}
\end{equation*}
$$

Thus the maximum effective stress $\sigma_{\text {max }}$ occurs at $r=r_{i}$ and the minimum effective stress $\sigma_{\min }$ occurs at $r=r_{o}$. Accordingly $\mathrm{d} \xi / \mathrm{d} r \leqslant 0$ whereupon there are six possible phase distributions: $\mathcal{A}$, $\mathcal{M}, \mathcal{C}, \mathcal{A C}, \mathcal{C M}, \mathcal{A C M}$, as follows:

$$
\mathcal{A}: \quad \xi\left(r_{i}\right)=0 \Leftrightarrow \sigma\left(r_{i}\right) \leqslant \sigma_{s},
$$

$\mathcal{A C}: \quad 1>\xi\left(r_{i}\right)>0, \quad \xi\left(r_{o}\right)=0 \Leftrightarrow \sigma_{f}>\sigma\left(r_{i}\right)>\sigma_{s}, \quad \sigma\left(r_{o}\right) \leqslant \sigma_{s}$,

$$
\begin{aligned}
& \mathcal{A C M}: \quad \xi\left(r_{i}\right)=1, \quad \xi\left(r_{o}\right)=0 \Leftrightarrow \sigma\left(r_{i}\right) \geqslant \sigma_{f}, \sigma\left(r_{o}\right) \leqslant \sigma_{s},{ }_{(2} \\
& \mathcal{C}: \quad 1>\xi\left(r_{i}\right)>0, \quad \xi\left(r_{o}\right)>0 \Leftrightarrow \sigma_{f}>\sigma\left(r_{i}\right) \geqslant \sigma\left(r_{o}\right)>\sigma_{s},
\end{aligned}
$$

$\mathcal{C M}: \quad \xi\left(r_{i}\right)=1, \quad 1>\xi\left(r_{o}\right)>0 \Leftrightarrow \sigma\left(r_{i}\right) \geqslant \sigma_{f}, \quad \sigma_{f}>\sigma\left(r_{o}\right)>\sigma_{s}$,

$$
\mathcal{M}: \quad \xi\left(r_{o}\right)=1 \Leftrightarrow \sigma\left(r_{o}\right) \geqslant \sigma_{f} .
$$

The phase distribution $\mathcal{A C}$ involves an austenite outer ring on $r_{\mathcal{A}}<r<r_{o}$ and a mixture zone on an inner ring $r_{i}<r<r_{\mathcal{A}}$. The separating interface $r=r_{\mathcal{A}}$ is associated with satisfaction of the condition $\sigma\left(r_{\mathcal{A}}\right)=\sigma_{s}$. The phase distribution $\mathcal{C} \mathcal{M}$ involves a mixture zone on an outer ring $r_{\mathcal{M}}<r<r_{o}$ and a martensite inner ring $r_{i}<r<r_{\mathcal{M}}$. The separating interface $r=r_{\mathcal{M}}$ is associated with satisfaction of the condition $\sigma\left(r_{\mathcal{M}}\right)=\sigma_{f}$. The phase distribution $\mathcal{A C M}$ involves three rings: an austenite outer ring $r_{\mathcal{A}}<r<r_{o}$, a
mixture zone on an intermediate ring $r_{\mathcal{M}}<r<r_{\mathcal{A}}$, and a martensite inner ring $r_{i}<r<r_{\mathcal{M}}$. These are the same type of structures as obtained in [1].

From the first equation of (17), it follows that a constant effective stress field requires either $\beta=\pi / 2$ or $\beta=3 \pi / 2$. These correspond to uniform equi-biaxial stress solutions $\sigma_{r r}(r)=\sigma_{\theta \theta}(r)$ $=-p$ so that $\sigma=|p|$. Such solutions occur if and only if $p_{o}=p_{i}$ and are the only solutions with effective stress $\sigma(r)=$ const. Here $p_{i}=p_{o}=p>0$ gives $\beta=3 \pi / 2$ and $p_{i}=p_{o}=p<0$ gives $\beta=\pi / 2$. The phase distribution for uniform equi-biaxial stress is respectively of type $\mathcal{A}, \mathcal{C}, \mathcal{M}$ according to whether $|p| \leqslant \sigma_{s}, \sigma_{s}<|p|$ $<\sigma_{f},|p| \geqslant \sigma_{f}$.

For the generic case $p_{o} \neq p_{i}$, it follows that (19) holds with strict inequality. To obtain the effective stress distribution requires integration of (17). Note for example that, if $\left(\sigma^{*}(r), \beta^{*}(r)\right)$ is a solution of (17) corresponding to boundary conditions $\sigma_{r r}$ $=-p_{i}^{*}$ at $r=r_{i}$ and $\sigma_{r r}=-p_{o}^{*}$ at $r=r_{o}$, then $\left(\sigma^{*}(r), \beta^{*}(r)\right.$ $+\pi)$ is a solution corresponding to boundary conditions $\sigma_{r r}$ $=+p_{i}^{*}$ at $r=r_{i}$ and $\sigma_{r r}=+p_{o}^{*}$ at $r=r_{o}$. Therefore in the $\left(p_{i}, p_{o}\right)$ plane, two load pairs that are related to each other by a 180 deg rotation about the origin will produce the same distribution of effective stress and hence the same phase configuration in the plate. This symmetric property is inherent in the constitutive model in view of its tension/compression symmetry.

Now if $\sigma$ and $\beta$ are specified at some location $r$, then Eqs. (17) can in principle be integrated for $\sigma=\sigma(r), \beta=\beta(r)$. However, boundary conditions in the original form (1) do not generate conditions for $(\sigma, \beta)$ at any one point. Generally, the iterated shooting method [19] can be used in the case of two-point boundary conditions such as (1). The iterated shooting method can be avoided for the case of alternative boundary conditions wherein both $\sigma$ and $\sigma_{r r}$ are specified at one boundary. In particular this provides a direct procedure for studying the four special conditions $r_{\mathcal{A}}=r_{i}$, $r_{\mathcal{A}}=r_{o}, r_{\mathcal{M}}=r_{i}, r_{\mathcal{M}}=r_{o}$ that are associated with transitions between the different phase distribution types in (20).

## 4 A Fully Austenitic Plate ( $\mathcal{A}$ Phase Distribution)

This section considers plates that are completely in the austenite phase and so correspond to a phase distribution of type $\mathcal{A}$ in (20). This requires $\sigma \leqslant \sigma_{s}$ everywhere in the plate, hence $g=g^{\prime}$ $=0, \Delta=\sigma / 2$ and Eq. (17) reduces to

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} r}=-\frac{2 \sigma \cos ^{2} \beta}{r} \quad \text { and } \quad \frac{\mathrm{d} \beta}{\mathrm{~d} r}=\frac{2 \sin \beta \cos \beta}{r} \tag{21}
\end{equation*}
$$

The solution to Eq. (21) is given by

$$
\begin{gather*}
\sigma \sin \beta=c_{1} \quad \text { and } \quad \sin \beta / \cos \beta=c_{2} r^{2} \quad \text { for } \cos \beta \neq 0,  \tag{22}\\
\sigma=c_{3} \quad \text { for } \cos \beta=0
\end{gather*}
$$

where $c_{1}, c_{2}$, and $c_{3}$ are constants to be determined by the boundary conditions. Radial stress $\sigma_{r r}$ and hoop stress $\sigma_{\theta \theta}$ can be obtained by substituting (22) into (15) as

$$
\begin{gather*}
\sigma_{r r}=c_{1}+\frac{c_{1}}{\sqrt{3} c_{2} r^{2}} \quad \text { and } \quad \sigma_{\theta \theta}=c_{1}-\frac{c_{1}}{\sqrt{3} c_{2} r^{2}} \text { for } \cos \beta \neq 0,  \tag{23}\\
\sigma_{r r}=\sigma_{\theta \theta}= \pm c_{3} \quad \text { for } \cos \beta=0
\end{gather*}
$$

and it follows from this equation that $\cos \beta=0$ if and only if $p_{i}$ $=p_{o}$.

If $p_{i} \neq p_{o}$, then the constants $c_{1}$ and $c_{2}$ can be obtained from the first equation of (23) as

$$
\begin{equation*}
c_{1}=\frac{p_{i} r_{i}^{2}-p_{o} r_{o}^{2}}{r_{o}^{2}-r_{i}^{2}} \quad \text { and } \quad c_{2}=\frac{p_{i} r_{i}^{2}-p_{o} r_{o}^{2}}{\sqrt{3}\left(p_{o}-p_{i}\right) r_{i}^{2} r_{o}^{2}} \quad \text { for } p_{i} \neq p_{o} . \tag{24}
\end{equation*}
$$

If instead $p_{i}=p_{o}=p$, then the second equation of (23) gives $c_{3}$ $=|p|$ whereupon

$$
\begin{equation*}
\sigma_{r r}(r)=\sigma_{\theta \theta}(r)=-p, \quad \sigma(r)=|p| \quad \text { for } p_{i}=p_{o} \tag{25}
\end{equation*}
$$

Equations (23)-(25) together retrieve the classical linear elastic solution, with in-plane stress given by

$$
\begin{align*}
& \sigma_{r r}=\frac{p_{i} r_{i}^{2}-p_{o} r_{o}^{2}}{r_{o}^{2}-r_{i}^{2}}+\frac{\left(p_{o}-p_{i}\right) r_{i}^{2} r_{o}^{2}}{\left(r_{o}^{2}-r_{i}^{2}\right) r^{2}},  \tag{26}\\
& \sigma_{\theta \theta}=\frac{p_{i} r_{i}^{2}-p_{o} r_{o}^{2}}{r_{o}^{2}-r_{i}^{2}}-\frac{\left(p_{o}-p_{i}\right) r_{i}^{2} r_{o}^{2}}{\left(r_{o}^{2}-r_{i}^{2}\right) r^{2}} .
\end{align*}
$$

The effective stress is given by

$$
\begin{equation*}
\sigma=\hat{\sigma}(r):=\frac{\sqrt{\left(r_{o}^{2} p_{o}-r_{i}^{2} p_{i}\right)^{2}+3 r_{i}^{4} r_{o}^{4}\left(p_{i}-p_{o}\right)^{2} / r^{4}}}{r_{o}^{2}-r_{i}^{2}} \tag{27}
\end{equation*}
$$

The maximum and minimum effective stresses are given by $\sigma_{\text {max }}=\hat{\sigma}\left(r_{i}\right)$ and $\sigma_{\text {min }}=\hat{\sigma}\left(r_{o}\right)$, respectively.

The validity of this solution requires $\sigma_{\max } \leqslant \sigma_{s}$. The case $\sigma_{\max }$ $=\sigma_{s}$ is associated with parameter values obeying

$$
\begin{equation*}
\left(r_{i}^{4}+3 r_{o}^{4}\right) p_{i}^{2}-2 r_{o}^{2}\left(r_{i}^{2}+3 r_{o}^{2}\right) p_{i} p_{o}+4 r_{o}^{4} p_{o}^{2}=\left(r_{o}^{2}-r_{i}^{2}\right)^{2} \sigma_{s}^{2} \tag{28}
\end{equation*}
$$

Equation (28) defines an ellipse in the ( $p_{i}, p_{o}$ ) plane containing the origin $\left(p_{i}, p_{o}\right)=(0,0)$. Values $\left(p_{i}, p_{o}\right)$ internal to this ellipse are associated with an $\mathcal{A}$ phase distribution. This ellipse will be referred to as the fully austenitic loop (FAL) in the ( $p_{i}, p_{o}$ ) plane and corresponds to the transitional condition $r_{\mathcal{A}}=r_{i}$. The FAL is symmetric with respect to $180^{\circ}$ rotation about the origin, a consequence of the tension/compression symmetry in the modeling description. In the sequel additional curves will be constructed in the ( $p_{i}, p_{o}$ ) plane, thus giving rise to a fully articulated structure map that distinguishes between the phase distribution possibilities (20).

An alternative way of obtaining the FAL is to solve (21) subject to a requirement $\sigma\left(r_{i}\right)=\sigma_{s}$. If $\beta\left(r_{i}\right)=\beta_{0} \neq \pi / 2,3 \pi / 2$, then according to (22) $c_{1}$ and $c_{2}$ are given by $c_{1}=\sigma_{s} \sin \beta_{0}$ and $c_{2}$ $=\tan \beta_{0} / r_{i}^{2}$, hence the stresses are given by

$$
\begin{align*}
\sigma_{r r} & =\sigma_{s}\left[\sin \beta_{0}+r_{i}^{2} \cos \beta_{0} /\left(\sqrt{3} r^{2}\right)\right], \\
\sigma_{\theta \theta} & =\sigma_{s}\left[\sin \beta_{0}-r_{i}^{2} \cos \beta_{0} /\left(\sqrt{3} r^{2}\right)\right],  \tag{29}\\
\sigma & =\sigma_{s} \sqrt{\sin ^{2} \beta_{0}+r_{i}^{4} \cos ^{2} \beta_{0} / r^{4}} .
\end{align*}
$$

Applied thrusts $p_{i}$ and $p_{o}$ are then given by

$$
\begin{align*}
& \qquad p_{i}=-\left(\sin \beta_{0}+\frac{\cos \beta_{0}}{\sqrt{3}}\right) \sigma_{s} \\
& \text { and } \quad p_{o}=-\left(\sin \beta_{0}+\frac{\cos \beta_{0} r_{i}^{2}}{\sqrt{3} r_{o}^{2}}\right) \sigma_{s} \tag{30}
\end{align*}
$$

Equation (30) defines an ellipse in parametric form within the ( $p_{i}, p_{o}$ ) plane where $\beta_{0}$ is the varying parameter. Solving (30) gives $\sin \beta_{0}$ and $\cos \beta_{0}$ as

$$
\begin{equation*}
\sin \beta_{0}=\frac{p_{i} r_{i}^{2}-p_{o} r_{o}^{2}}{\left(r_{o}^{2}-r_{i}^{2}\right) \sigma_{s}} \quad \text { and } \quad \cos \beta_{0}=\frac{\sqrt{3}\left(p_{o}-p_{i}\right) r_{o}^{2}}{\left(r_{o}^{2}-r_{i}^{2}\right) \sigma_{s}} \tag{31}
\end{equation*}
$$

whereupon the identity $\sin ^{2} \beta_{0}+\cos ^{2} \beta_{0}=1$ retrieves (28). The use of $\beta$ as a varying parameter in obtaining loops associated with the remaining transitional cases $r_{\mathcal{A}}=r_{o}, r_{\mathcal{M}}=r_{i}, r_{\mathcal{M}}=r_{o}$ is central to the remaining development.

## 5 A Fully Martensitic Plate ( $\mathcal{M}$ Phase Distribution)

We now consider plates that are completely in the martensite phase, whereupon $g=1$ and $g^{\prime}=0$, and Eq. (17) reduces to

$$
\begin{gather*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} r}=-\frac{\sigma^{2} \cos ^{2} \beta}{r \Delta_{\mathcal{M}}}  \tag{32}\\
\frac{\mathrm{d} \beta}{\mathrm{~d} r}=\frac{\sigma \cos \beta}{r \Delta_{\mathcal{M}}}\left[\sin \beta-\frac{E \alpha}{2(E \alpha+\sigma)} \sin (\beta-\pi / 3)\right]
\end{gather*}
$$

where $\Delta_{\mathcal{M}}$ is obtained from (18) as

$$
\begin{equation*}
\Delta_{\mathcal{M}}=\frac{\sigma}{2}\left[1-\frac{E \alpha}{E \alpha+\sigma} \cos ^{2}(\beta+\pi / 6)\right] . \tag{33}
\end{equation*}
$$

A closed form solution to (32) is not obvious, hence prompting a numerical approach. Such solutions are valid provided $\sigma\left(r_{o}\right)$ $\geqslant \sigma_{f}$.

As an example, Fig. 4 displays the radial variation of $\sigma, \sigma_{r r}$ and $\sigma_{\theta \theta}$ for a plate with $E=50 \mathrm{GPa}, \alpha=0.05, \sigma_{s}=75 \mathrm{MPa}, \sigma_{f}$ $=300 \mathrm{MPa}, r_{o} / r_{i}=2, p_{o}=5 \sigma_{s}$ and $p_{i}=\sigma_{s}$. The corresponding stress distributions for an elastic material $(\alpha=0)$ subject to the same edge thrusts $p_{i}$ and $p_{o}$ are plotted as dashed lines. Note that the $\sigma_{r r}$ distributions for these two materials are similar, but the $\sigma_{\theta \theta}$ distributions are quite different. In particular the two materials give different ratios $\sigma_{r r} / \sigma_{\theta \theta}$, therefore raising questions with respect to any assumption that such a ratio is preserved.

The equality case for the validity condition $\sigma\left(r_{o}\right) \geqslant \sigma_{f}$ defines the fully martensitic loop (FML) in the $\left(p_{i}, p_{o}\right)$ plane. The FML at fixed $\sigma_{f}, E \alpha$ and $r_{o} / r_{i}$ can be obtained from integrating Eq. (32) with boundary condition $\left(\sigma\left(r_{o}\right), \beta\left(r_{o}\right)\right)=\left(\sigma_{f}, \beta_{0}\right)$ upon varying $\beta_{0}$ from 0 to $2 \pi$. Like the FAL, the FML is also symmetric with respect to $180^{\circ}$ rotation about the origin. The FML corresponds to the transitional condition $r_{\mathcal{M}}=r_{o}$, and the region exterior to the FML corresponds to loads ( $p_{i}, p_{o}$ ) that generate an $\mathcal{M}$ phase distribution. The FML will surround the FAL in the $\left(p_{i}, p_{o}\right)$ plane, although unlike the FAL, the FML is generally not an ellipse. The region between the FAL and the FML corresponds to loads ( $p_{i}, p_{o}$ ) that generate one of the phase distributions containing a mixture zone: $\mathcal{C}, \mathcal{A C}, \mathcal{C} \mathcal{M}$ or $\mathcal{A C M}$.

Although the FML is usually determined numerically, it will pass through $\left(p_{i}, p_{o}\right)= \pm\left(\sigma_{f}, \sigma_{f}\right)$ which provides the uniform equi-biaxial stress solutions on the FML. More generally, the line $p_{i}=p_{o}$ provides the uniform equi-biaxial stress solutions in the $\left(p_{i}, p_{o}\right)$ plane. On this line $\sigma_{r r}(r)=\sigma_{\theta \theta}(r)=-p$, giving a uniform effective stress $\sigma(r)=|p|$ and hence a phase fraction field $\xi(r)$ that is also independent of $r$ and determined directly from $p$ as $\xi=g(|p|)$. Hence such loading results in a phase distribution of either type $\mathcal{A}, \mathcal{C}$ or $\mathcal{M}$.

Figure 5 displays both the FAL and the FML for the parameters $E=50 \mathrm{GPa}, \alpha=0.05, \sigma_{s}=75 \mathrm{MPa}, \sigma_{f}=300 \mathrm{MPa}$, and $r_{o} / r_{i}=2$. Note that the region enclosed by the FML is not convex for these parameters. Note also that the FML is highly elongated in the $p_{i}$ direction compared with the $p_{o}$ direction. In this case the external thrust $p_{o}$ is significantly more efficient than the internal thrust $p_{o}$ in promoting an $\mathcal{M}$ phase distribution. For example, a traction free inner boundary requires an outer thrust $p_{o}=3.39 \sigma_{s}$ to fully martensitize the plate, whereas a traction free outer boundary requires an inner thrust $p_{i}=27.74 \sigma_{s}$.

The FML is completely determined by the parameters $\sigma_{f}, E \alpha$ and $r_{o} / r_{i}$. Figure 6 shows the effect of varying $\sigma_{f}$ at fixed $E \alpha$ and $r_{o} / r_{i}$. In particular, this figure displays a family of seven FMLs corresponding to $\sigma_{f} / \sigma_{s}=1,2,3,4,6,8,10$, with the other parameters set at $E=50 \mathrm{GPa}, \alpha=0.05, \sigma_{s}=75 \mathrm{MPa}$ and $r_{o} / r_{i}$ $=2$. As one would anticipate, the FMLs are nested with respect to increasing $\sigma_{f}$. The small internal ellipse is the common FAL. Note that the FML corresponding to $\sigma_{f} / \sigma_{s}=1$ intersects the FAL at the uniform equi-biaxial stress solutions $\left(p_{i}, p_{o}\right)= \pm\left(\sigma_{f}, \sigma_{f}\right)$. Thus if $\sigma_{f}=\sigma_{s}$, then equi-biaxial loading such that $p_{i}=p_{o}=p$ results in a uniform phase distribution of type $\mathcal{A}$ transitioning directly to a uniform phase distribution of type $\mathcal{M}$ as the common thrust value $p$ passes through the common threshold stress $\sigma_{f}=\sigma_{s}$.


Fig. 4 Typical stress distributions (normalized by $\sigma_{s}$ ) for a plate with $\mathcal{M}$ phase distribution $\left[\boldsymbol{\sigma}(r) \geqslant \sigma_{f}\right.$ ]. Here $E=50 \mathrm{GPa}$, $\sigma_{f}=4 \sigma_{s}=300 \mathrm{MPa}, r_{o} / r_{i}=2$ and $\left(p_{i}, p_{o}\right)=(1,5) \sigma_{s}$. Solid lines represent the case of $\alpha=0.05$. For comparison, stresses for an elastic solution $(\alpha=0)$ under the same boundary conditions are plotted as dashed lines.

## 6 A Plate Containing Mixtures of Martensite and Austenite (Phase Distributions of Type: $\mathcal{A C}, \mathcal{A C \mathcal { M }}, \mathcal{C} \mathcal{M}$ and $\mathcal{C}$ )

We now turn to consider the remaining types of phase distribution given in (20). The structure map is useful in this discussion, as all such phase distributions occur in the region between the FAL and the FML. The phase distribution in this region is ensured to be of type $\mathcal{C}$ on the line of uniform equi-biaxial load $\left(p_{i}, p_{o}\right)$ $=(p, p), \sigma_{s}<|p|<\sigma_{f}$. However, off of this line it is not yet clear what type of phase distribution occurs. To make this determination it is useful to complete the structure map via the construction of two additional curves.

The first such curve is the austenite disappearing loop (ADL) that is associated with solutions obeying $\sigma\left(r_{o}\right)=\sigma_{s}$ or, equivalently, $r_{\mathcal{A}}=r_{o}$. Austenite (unmixed with martensite) can only be present at locations on the structure map inside of the ADL. Inside the ADL the phase distribution must be of type $\mathcal{A}, \mathcal{A C}$, or $\mathcal{A C M}$. Outside of the ADL the phase distribution must be of type $\mathcal{C}, \mathcal{M}$, or $\mathcal{C M}$. The ADL is strictly within the FML so long as $\sigma_{f}>\sigma_{s}$.

The ADL is also external to the FAL except at the two points of intersection $\left(p_{i}, p_{o}\right)= \pm\left(\sigma_{s}, \sigma_{s}\right)$ which are on the equi-biaxial load line of the structure map.

The final curve for completing the structure map is the martensite emerging loop (MEL) that is associated with solutions obeying $\sigma\left(r_{i}\right)=\sigma_{f}$ or, equivalently, $r_{i}=r_{\mathcal{M}}$. Martensite (unmixed with austenite) can only be present at locations on the structure map outside of the MEL. Outside the MEL the phase distribution must be of type $\mathcal{M}, \mathcal{C M}$, or $\mathcal{A C M}$. Inside of the MEL the phase distribution must be of type $\mathcal{C}, \mathcal{A C}$, or $\mathcal{A}$. The MEL is strictly outside the FAL so long as $\sigma_{f}>\sigma_{s}$. The MEL is also internal to the FML except at the two points of intersection $\left(p_{i}, p_{o}\right)$ $= \pm\left(\sigma_{f}, \sigma_{f}\right)$ which are on the equi-biaxial load line of the structure map.

With the exception of locations on the equi-biaxial line, both the ADL and the MEL are determined numerically. This is most easily accomplished using the same procedure that generates the FML upon replacing the FML condition $\sigma\left(r_{o}\right)=\sigma_{f}$ with either the ADL condition $\sigma\left(r_{o}\right)=\sigma_{s}$ or the MEL condition $\sigma\left(r_{i}\right)=\sigma_{f}$. Like the FML, both the ADL and the MEL are generally not elliptical. Like the FAL and the FML, both the ADL and the MEL are symmetric with respect to 180 deg rotation about the origin, hence the symmetry of structure map follows.
Two examples of fully articulated structure maps are presented in Figs. 7 and 8. Both correspond to material parameters $E$ $=50 \mathrm{GPa}, \alpha=0.05, \sigma_{s}=75 \mathrm{MPa}$, and $\sigma_{f}=300 \mathrm{MPa}$. Their difference is due to differing values of $r_{o} / r_{i}$, namely $r_{o} / r_{i}=2$ for Fig. 7 and $r_{o} / r_{i}=5$ for Fig. 8. Each structure map is partitioned into various regions by the four loops FAL, FML, ADL and MEL. Each region corresponds to a distinct phase distribution type as also displayed in Figs. 7 and 8.
The qualitative difference between these two structure maps is that in Fig. 7 the ADL is strictly inside the MEL while in Fig. 8 it is not. We shall refer to the former as a type I structure map and to the latter as a type II structure map. A type II structure map has two symmetric regions corresponding to an $\mathcal{A C} \mathcal{M}$ phase distribution whereas a type I structure map does not involve this type of phase distribution. To within unit scaling, the structure map is determined by the material parameter combinations $E \alpha, \sigma_{f}, \sigma_{s}$ and geometry parameter ratio $r_{o} / r_{i}$. For fixed material parameters $E \alpha, \sigma_{f}, \sigma_{s}$ one finds that the structure map is of type I for small $r_{o} / r_{i}$ but is of type II for large $r_{o} / r_{i}$. The condition $r_{o}$ sufficiently greater than $r_{i}$ makes possible a situation supporting the condition $r_{i}<r_{\mathcal{M}}<r_{\mathcal{A}}<r_{o}$ that is associated with the phase distribution $\mathcal{A C M}$.


Fig. 5 The FML (fully martensitic loop) and FAL (fully austenitic loop) for $E=50 \mathrm{GPa}$, $\alpha=0.05, \sigma_{f}=4 \sigma_{s}=300 \mathrm{MPa}$ and $r_{o} / r_{i}=2$. Thrusts inside the smaller ellipse (FAL) produce a fully austenitic plate, while thrusts outside the bigger loop (FML) produce a fully martensitic plate.


Fig. 6 FMLs for various $\sigma_{f}$ values. Here $E=50 \mathrm{GPa}, \alpha=0.05, \sigma_{s}=75 \mathrm{MPa}$ and $r_{o} / r_{i}=2$. The smallest loop is the common FAL, and the other curves are FMLs, each marked with corresponding value of $\sigma_{f} / \sigma_{s}$.

For given $E \alpha$ and $\sigma_{f}, \sigma_{s}$ there is thus a special value of $r_{o} / r_{i}$ such that the structure map is of type I below the special value but of type II above the special value. For the material parameters associated with Figs. 7 and $8\left(E \alpha / \sigma_{s}=100 / 3, \sigma_{f} / \sigma_{s}=4\right)$, this special transitional value is found to be $r_{o} / r_{i}=3.58$. The structure map for $E \alpha / \sigma_{s}=100 / 3, \sigma_{f} / \sigma_{s}=4, r_{o} / r_{i}=3.58$ is plotted in Fig. 9 showing how the ADL osculates the MEL.

The stress distribution for the phase distributions under discussion can be determined numerically on the basis of (17) using the iterated shooting method, in a similar fashion to this determination for a fully martensitic plate. For example, Fig. 10 displays the radial variation of $\sigma, \sigma_{r r}, \sigma_{\theta \theta}$ for the $\mathcal{C} \mathcal{M}$ phase distribution associated with the load $\left(p_{i}, p_{o}\right)=(5,0.5) \sigma_{s}$ represented by the dot in Fig. $7\left(E \alpha / \sigma_{s}=100 / 3, \sigma_{f} / \sigma_{s}=4, r_{o} / r_{i}=2\right)$. A mixture of austenite and martensite obtains on the outer plate boundary $r$ $=r_{o}$. This mixture becomes progressively richer in martensite as $r$ decreases to $r=r_{\mathcal{M}}=1.29 r_{i}$ within which the plate is in the martensite phase. This solution could in principle be obtained by many quasi-static load paths in the $\left(p_{i}, p_{o}\right)$ plane so long as the effective stress at each point in the plate remains nondecreasing. In particular the proportional loading path $\left(p_{i}, p_{o}\right)=(5,0.5) \sigma_{s} k$, where $k$ is a load path parameter, is associated with an initial phase distribution of type $\mathcal{A}$. There will then be three values of $k<1$, say $k_{1}<k_{2}<k_{3}$, associated respectively with transitions through the sequence of phase distributions: $\mathcal{A}, \mathcal{A C}, \mathcal{C}, \mathcal{C} \mathcal{M}$. Here
$k=k_{1}$ is associated with the emergence of the $\mathcal{A C}$ front $r_{\mathcal{A}}$ at the inner plate boundary. This front proceeds through the plate as $k$ increases until it merges with the outer boundary when $k=k_{2}$. The $\mathcal{C M}$ front $r_{\mathcal{M}}$ then emerges at the inner plate boundary when $k=k_{3}$ and continued loading drives this front to $r=1.29 r_{i}$ when $k=1$. Further loading will then drive this front to the outer boundary, resulting in a phase distribution of type $\mathcal{M}$.

Figure 11 shows the stress distributions at the same load $\left(p_{i}, p_{o}\right)=(5,0.5) \sigma_{s}$ as in Fig. 10 but for the structure map of Fig. 8. In this case the larger value of $r_{o}\left(r_{o}=5 r_{i}\right)$ gives rise to a phase distribution of type $\mathcal{A C \mathcal { M }}$ with $r_{\mathcal{A}}=4.84 r_{i}$ and $r_{\mathcal{M}}=1.24 r_{i}$. In this case the proportional loading path $\left(p_{i}, p_{o}\right)=(5,0.5) \sigma_{s} k$ passes through phase distribution states of type $\mathcal{A}, \mathcal{A C}, \mathcal{A C M}$ with the transitions taking place at two special $k$ values that are analogous to $k_{1}$ and $k_{3}$ of the previous example associated with Fig. 10.

A final set of stress distributions is shown in Fig. 12. These correspond to the osculation point of ADL with MEL at $\left(p_{i}, p_{o}\right)$ $=(3.565,0.995) \sigma_{s}$. Along the proportional loading line from the origin through this point, this solution is associated with the disappearance of the pure austenite phase at the outer plate edge $\left(r_{\mathcal{A}}=r_{o}\right)$ that is simultaneous with the appearance of the pure martensite phase at the inner plate edge $\left(r_{\mathcal{M}}=r_{i}\right)$.


Fig. 7 Structure map (type I) for $r_{o} / r_{i}=2$. Here $E=50 \mathrm{GPa}, \alpha=0.05$ and $\sigma_{f}=4 \sigma_{s}=300 \mathrm{MPa}$. Note that there is no $\mathcal{A C \mathcal { M }}$ region. Thrust pair $\left(p_{i}, p_{o}\right)=(5,0.5) \sigma_{s}$, marked as a dot, produces a $\mathcal{C M}$ phase distribution. The resulting stresses are shown in Fig. 10.


Fig. 8 Structure map (type II) for $r_{o} / r_{i}=5$. Here $E=50 \mathrm{GPa}, \alpha=0.05$ and $\sigma_{f}$ $=4 \sigma_{s}=300 \mathrm{MPa}$. All six types of phase distributions are present. Thrust pair $\left(p_{i}, p_{o}\right)=(5,0.5) \sigma_{s}$, marked as a dot, produces a $\mathcal{A C \mathcal { M }}$ phase distribution. The resulting stresses are shown in Fig. 11.


Fig. 9 Structure map for the special value $r_{o} / r_{i}=3.58$. Lower values produce type I structure maps, while higher values produces type II. Here E=50 GPa, $\alpha=0.05$ and $\sigma_{f}=4 \sigma_{s}=300 \mathrm{MPa}$. There is no $\mathcal{A C M}$ region, and ADL contacts MEL at two points. One of the two points (shown as a dot) represents ( $p_{i}, p_{o}$ ) $=(3.565,0.995) \sigma_{s}$, producing a $\mathcal{C}$ phase distribution with $\sigma\left(r_{i}\right)=\sigma_{f}$ and $\sigma\left(r_{o}\right)$ $=\sigma_{s}$. The resulting stresses are shown in Fig. 12.

## 7 Conclusions

In this paper, a boundary value problem is formulated and solved for the equilibrium stress and strain fields in an annulus composed of a material undergoing displacive shear transformation. The description allows for mixtures of austenite and martensite as described by a single phase fraction field variable. Each


Fig. 10 Stresses (normalized by $\sigma_{s}$ ) for a $\mathcal{C M}$ phase distribution. Here $E=50 \mathrm{GPa}, \alpha=0.05, \sigma_{f}=4 \sigma_{s}=300 \mathrm{MPa}, r_{o} / r_{i}=2$ and $\left(p_{i}, p_{o}\right)=(5,0.5) \sigma_{s}$. An elastic solution $(\alpha=0)$ is shown for comparison (dashed lines).
point in the annulus may be either in a state of austenite $\mathcal{A}$, martensite $\mathcal{M}$ or their mixture $\mathcal{C}$. Transformation strain is assumed to be proportional to the stress deviator. The properties of the solutions to the governing equations are studied and the stress distributions are obtained when the annulus is subject to normal edge loads $p_{i}$ and $p_{o}$ on the inner and outer boundaries. The effective


Fig. 11 Stresses (normalized by $\sigma_{s}$ ) for a $\mathcal{A C M}$ phase distribution. Here $E=50 \mathrm{GPa}, \alpha=0.05, \sigma_{f}=4 \sigma_{s}=300 \mathrm{MPa}, r_{o} / r_{i}=5$ and $\left(p_{i}, p_{o}\right)=(5,0.5) \sigma_{s}$. An elastic solution $(\alpha=0)$ is shown for comparison (dashed lines).


Fig. 12 Stresses (normalized by $\sigma_{s}$ ) for a special $\mathcal{C}$ phase distribution with $r_{\mathcal{M}}=r_{i}$ and $r_{\mathcal{A}}=r_{o}$, for $E=50 \mathrm{GPa}, \alpha=0.05, \sigma_{f}$ $=4 \sigma_{s}=300 \mathrm{MPa}, r_{o} / r_{i}=3.58$ and $\left(p_{i}, p_{o}\right)=(3.565,0.995) \sigma_{s}$. An elastic solution ( $\alpha=0$ ) is shown for comparison (dashed lines).
stress and the martensite phase fraction are each shown to be a nonincreasing function of $r$. This restricts the phase partitioning to be one of six generic types: $\mathcal{A}, \mathcal{C}, \mathcal{M}, \mathcal{A C}, \mathcal{C} \mathcal{M}$, and $\mathcal{A C M}$, the latter three of which correspond to various ring structures. The phase partitioning is described by structure maps in the ( $p_{i}, p_{o}$ ) plane that provide a straightforward guide for finding loads that are required to produce a desired phase partitioning. Parametric studies show how geometry and material properties affect the structure maps. Such information would generally be useful for systems involving device control by means of shape memory alloy plates and tubes. If warranted, the strain and displacement fields are easily obtained from the stress distribution using Eqs. (5) and (3). The boundary value problems studied in detail here apply to situations involving isothermal loading. The role of temperature in such an isothermal process is simply to determine the values of the "start" and "finish" effective stresses, $\sigma_{s}$ and $\sigma_{f}$. However, the modeling framework is presented in a sufficiently general manner so as to permit further studies on unloading behavior, load cycling and temperature variation as would be valuable in developing shape memory applications in such plate and tube geometries.
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# Experiment and Analysis on the Free Dynamics of a Shallow Arch After an Impact Load at the End 


#### Abstract

In this paper we consider a sinusoidal arch with one end pinned in space while the other end attached to a mass and supported by a spring. The supporting wall of the spring is moved a distance quasi-statically to initiate preload in the arch and the spring. The assembly is then set in motion by an impact at the attached mass. The condition under which the arch may snap to the other side dynamically depends on the initial speed of the attached mass due to impact. Sufficient condition on the initial speed against dynamic snap-through is formulated based on the concept of minimum energy barrier. The effects of damping on the transient response of the assembly are also discussed. An experimental setup is designed to measure the transient response of the arch following the impact and the critical initial speed of the attached mass. The experimental results are in good agreement with theoretical predictions. [DOI: 10.1115/1.1827245]


## 1 Introduction

An arch subjected to lateral loads may become elastically unstable. If the initial height of the arch is of the same order as the span of the arch, the buckling deformation is nearly inextensional. On the other hand, an arch is termed shallow if the initial height is much smaller than the span. When the lateral load of a shallow arch reaches a critical value the deformed shape may undergo a sudden jump called snap-through buckling. The buckling deformation of a shallow arch will be extensional rather than inextensional. Depending on how the lateral load is applied, the snapthrough buckling of a shallow arch can be divided into two categories, i.e., static buckling and dynamic buckling. In the case of static buckling, the lateral load is applied in a quasi-static manner. The first theoretical prediction on the static critical load was conducted by Timoshenko in 1935 [1], in which a pinned sinusoidal arch was subjected to a uniformly distributed load. Fung and Kaplan [2] extended the research by considering a flexibly supported shallow arch under various kinds of lateral loading. Fung and Kaplan also conducted a series of experiments on the pin-ended arches having rigid simple supports. Gjelsvik and Bonder [3] presented a complete theoretical and experimental analysis on a clamped arch under a central concentrated load. Franciosi et al. [4] extended the conventional limit analysis to the collapse of arches under repeated loading. Schreyer and Masur [5] analyzed a clamped circular arch and demonstrated that the existence of a bifurcation of the equilibrium state is not an adequate condition for the use of the asymmetric buckling criterion. Lee and Murphy [6] considered the inelastic buckling of a clamped circular arch made of work-hardening material. Simitses [7] studied the effect of an elastic foundation on the critical loads of a sinusoidal arch. Roorda [8] conducted a series of experiments to study the effect of small imperfection on the buckling of elastic structures, including a laterally loaded circular arch.

In the case when the lateral load is applied suddenly instead of in quasi-static manner, the phenomenon is dynamic and much more complicated. Generally speaking, the methodologies used in estimating dynamic critical loads of elastic structures can be clas-

[^7]sified in two groups [9]. The first approach is to study the total energy and the phase plane of the system. By this method sufficient conditions for dynamic stability may be established. The first theoretical prediction of dynamic buckling load was conducted by Hoff and Bruce in 1954 [10], in which they studied the stability of a sinusoidal arch under unit step loading and ideal impulsive loading. Hsu [11,12] and Hsu et al. [13] studied the effects various parameters on the stability of a flexibly supported sinusoidal arch under impulsive and other types of time-varying loads. Xu et al. [14] considered a shallow arch elastically supported at both ends in the lateral direction and under impulsive loading. This approach provides a lower bound of the dynamic critical load.

The second approach is to solve the equations of motion numerically to obtain the system response and identify the critical load for specified system parameters. This approach provides a more accurate prediction of the critical load at the expense of large amount of calculation. Humphreys [15] performed both numerical and experimental studies on the dynamic snap-through of a circular arch under uniform impulsive loading. Lock [16] used a numerical integration method and an infinitesimal stability analysis to predict the dynamic critical load of a sinusoidal arch under a step loading. Huang and Nachbar [17] added the effects of geometric imperfection and viscoelastic behavior. Ariaratnam and Sankar [18] studied the dynamic buckling of a shallow arch under stochastic loads. Fulton and Barton [19] introduced a different criterion for dynamic stability. Sundararajan and Kumani [20] investigated the dynamic stability of a shallow arch under inclined loads. Lo and Masur [21] presented a hybrid method for snapthrough stability analysis, which incorporates an integral equation formulation in conjunction with a finite element method. Johnson and Mclvor [22] investigated numerically the effects of the spatial distribution of impulsive loads and damping [23] on the dynamic snap-through of a shallow arch. Huang and Plaut [24] studied the dynamic stability of a shallow arch under pulsating loads. Gregory and Plaut [25] and Donaldson and Plaut [26] discussed the stability boundaries for arches that are loaded by two independent sets of dynamic loads.
It is noted from the earlier literature review that while theoretical development on dynamic snap-through of shallow arches is quite well-established, experimental investigation [15] is relatively rare compared to the static case, partly because of the difficulty in applying prescribed time-varying lateral force. In this paper we will investigate, both theoretically and experimentally, a dynamic problem which involves an elastically supported arch subjected to impact at the end, as shown in Fig. 1. One end of the arch is pinned in space, while the other end is attached to a mass


Fig. 1 Schematic diagram of a flexibly supported arch under impact at the end
and supported by a spring. The arch is not subjected to any lateral load. After a quasi-static movement of the supporting wall to preload the arch and the spring, the attached mass is subjected to an impact and attains a substantial initial speed. The arch-massspring assembly is then set in motion. The question we are interested in this paper is whether the arch will snap to the other side before it settles to a steady state position. Intuitively, if the impact is minor the arch will return to its original position after the vibration following impact is damped out. On the other hand, if the impact is more severe and the initial speed of the attached mass reaches a critical value, the arch may snap to the other side. Theoretical prediction of the critical initial speed will be presented and verified later by an experiment. By adjusting the stiffness of the supporting spring and the height of the arch, the assembly can be used as a mechanical warning device against severe impact.

## 2 Equations of Motion

Figure 1 shows a flexibly supported shallow arch, with one end pinned in space while the other end attached to a mass $m^{*}$ and supported by a spring with spring constant $k^{*}$. We assume that both the arch and the spring are in unstrained state initially. The initial shape of the arch when it is unstrained is $y_{0}^{*}\left(x^{*}\right)$ with the two ends being separated by a distance $L$. Before time $t^{*}=0$ we move quasi-statically the supporting wall of the spring a distance $a^{*}$ to the right. The arch-mass-spring system is then in a stable equilibrium position with the distance of the two ends of the arch being increased by an amount $\delta_{i}^{*}$, while the spring being stretched a distance $\delta_{i}^{*}-a^{*}$. The shape of the prestressed arch is denoted by $y_{i}^{*}\left(x^{*}\right)$. The axial thrust throughout the arch and the spring is $p_{i}^{*}$. If the supporting wall of the spring is moved to the left then $a^{*}$ is negative. We assume that at time $t^{*}=0$ the attached mass of the prestressed assembly is under impact by an object and attains an initial speed $\dot{\delta}^{*}(0)=v_{i}^{*}$. The arch-massspring system is then set in motion with the shape of the vibrating arch being denoted by $y^{*}\left(x^{*}, t^{*}\right)$. The equation of motion of the arch can be written as

$$
\begin{equation*}
\rho A y_{, t^{*} t^{*}}^{*}=-E I\left(y^{*}-y_{0}^{*}\right)_{, x^{*} x^{*} x^{*} x^{*}}+\left(p^{*}-m^{*} \ddot{\delta}^{*}\right) y_{, x^{*} x^{*}}^{*} \tag{1}
\end{equation*}
$$

The parameters $E, \rho, A$, and $I$ are Young's modulus, mass density, area, and area moment of inertia of the cross section of the arch. The comma represents partial differentiation, while the overhead dot represents the derivative with respect to time. In writing Eq. (1) we assume that the curvature of the arch is small and can be approximated by $-\left(y^{*}-y_{0}^{*}\right)_{, x^{*} x^{*}}$. An arch is termed high arch when its curvature cannot be treated as small. We also assume that the effects of rotary inertia and shearing deformations are neglected. Strains are assumed to remain within the elastic limit and Hooke's law is valid. The term $p^{*}-m^{*} \ddot{\delta}^{*}$ is the axial thrust in the arch, while $p^{*}$ alone is the axial force in the spring

$$
\begin{equation*}
p^{*}=-k^{*}\left(\delta^{*}-a^{*}\right) \tag{2}
\end{equation*}
$$

We assume that the axial thrust is constant along the arch and is thus a function only of the time. The moving distance $\delta^{*}$ of the attached mass from its initial rest position before the quasi-static
wall movement can be related to the arch shape $y^{*}\left(x^{*}, t^{*}\right)$ by considering the equilibrium of the attached mass as

$$
\begin{equation*}
\delta^{*}=\frac{\left(p^{*}-m^{*} \ddot{\delta}^{*}\right) L}{E A}+\frac{1}{2} \int_{0}^{L}\left[\left(y_{0, x^{*}}^{*}\right)^{2}-\left(y_{, x^{*}}^{*}\right)^{2}\right] d x^{*} \tag{3}
\end{equation*}
$$

The first term on the right-hand side of Eq. (3) represents the effect of extensibility of the arch, while the second term represents the effect of shape change (mainly due to rotation). From Eqs. (2) and (3) we can derive $p^{*}$ as

$$
\begin{align*}
p^{*}(t)= & \frac{k^{*}}{E A+k^{*} L}\left\{L m^{*} \ddot{\delta}^{*}+E A a^{*}-\frac{E A}{2} \int_{0}^{L}\left[\left(y_{0, x^{*}}^{*}\right)^{2}\right.\right. \\
& \left.\left.-\left(y_{, x^{*}}^{*}\right)^{2}\right] d x^{*}\right\} \tag{4}
\end{align*}
$$

The parameters $\delta_{i}^{*}, p_{i}^{*}$, and function $y_{i}^{*}\left(x^{*}\right)$, which refer to the mass position, axial force, and deformed shape of the arch before impact, can be calculated from Eqs. (1), (3), and (4) by ignoring all the terms involving differentiation with respect to time.

Equations (1) and (4) can be nondimensionalized to the forms

$$
\begin{align*}
& y_{, t t}=-\left(y-y_{0}\right)_{, x x x x}+(p-m \ddot{\delta}) y_{, x x}  \tag{5}\\
& p=\frac{k}{2 \pi} \int_{0}^{\pi}\left(y_{, x}^{2}-y_{0, x}^{2}\right) d x+a+k m \ddot{\delta} \tag{6}
\end{align*}
$$

where

$$
\begin{gathered}
y=\frac{y^{*}}{r}, \quad y_{0}=\frac{y_{0}^{*}}{r}, \quad x=\frac{\pi x^{*}}{L}, \quad t=\frac{\pi^{2} t^{*}}{L^{2}} \sqrt{\frac{E I}{A \rho}} \\
p=\frac{p^{*} L^{2}}{\pi^{2} E I}, \quad k=\frac{k^{*}}{k^{*}+E A / L} \\
\delta=\frac{L \delta^{*}}{\pi^{2} r^{2}(1-k)}, \quad a=\frac{k L a^{*}}{\pi^{2} r^{2}}, \quad m=\frac{(1-k) I \pi^{4} m^{*}}{L^{3} A^{2} \rho} \\
v_{i}=\frac{L^{3} v_{i}^{*}}{\pi^{4} r^{3}(1-k)} \sqrt{\frac{\rho}{E}}
\end{gathered}
$$

As a general rule in this paper, a variable without asterisk is a dimensionless counterpart of the one with asterisk. $r$ is the radius of gyration of the cross section of the arch. $p=1$ corresponds to the Euler buckling load for a perfectly straight simply supported beam. The dimensionless spring constant $k$ ranges from $0\left(k^{*}\right.$ $=0)$ to $1\left(k^{*} \rightarrow \infty\right)$. The boundary conditions for $y$ at $x=0$ and $\pi$ are

$$
\begin{align*}
y(0)-y_{0}(0) & =y_{, x x}(0)-y_{0, x x}(0)=y(\pi)-y_{0}(\pi) \\
& =y_{, x x}(\pi)-y_{0, x x}(\pi)=0 \tag{7}
\end{align*}
$$

The initial shape of the unstrained arch is assumed to be in the form

$$
\begin{equation*}
y_{0}(x)=h \sin x \tag{8}
\end{equation*}
$$

$h$ is the initial height of the arch. It is assumed that the shape of the arch can be expanded as

$$
\begin{equation*}
y(x, t)=y_{0}+\sum_{n=1}^{\infty} \alpha_{n}(t) \sin n x \tag{9}
\end{equation*}
$$

After substituting Eqs. (8) and (9) into (5) and (6) we obtain the equations governing the generalized coordinates $\alpha_{n}$ :

$$
\begin{gather*}
\ddot{\alpha}_{1}=-\alpha_{1}-(p-m \ddot{\delta})\left(h+\alpha_{1}\right)  \tag{10}\\
\ddot{\alpha}_{n}=-n^{4} \alpha_{n}-n^{2}(p-m \ddot{\delta}) \alpha_{n} \quad n=2,3, \ldots \tag{11}
\end{gather*}
$$

where

$$
\begin{equation*}
p=k\left(\frac{h}{2} \alpha_{1}+\frac{1}{4} \sum_{i=1}^{\infty} i^{2} \alpha_{i}^{2}\right)+a+k m \ddot{\delta} \tag{12}
\end{equation*}
$$

It is noted that the parameter $\ddot{\delta}$ in Eqs. (10), (11), and (12) is still unknown. To obtain the additional equation of motion accounting for $\delta$ we substitute Eq. (4) into Eq. (3), nondimensionalize, and discretize by using Eq. (9):

$$
\begin{equation*}
m \ddot{\delta}=-\delta-\left(\frac{h}{2} \alpha_{1}+\frac{1}{4} \sum_{i=1}^{\infty} i^{2} \alpha_{i}^{2}\right)+\frac{a}{1-k} \tag{13}
\end{equation*}
$$

Equations (10)-(13) are the discretized equations of motion of the assembly.

## 3 Equilibrium Configurations

We first study the equilibrium configurations of the prestressed arch-mass-spring assembly following the quasi-static wall movement $a$. The shape of the prestressed arch can be determined from Eqs. (10) and (11) by neglecting all the acceleration terms. There are two different types of equilibrium configurations, i.e., onemode and two-mode solutions. It can be easily shown that Eqs. (10) and (11) do not admit an equilibrium configuration with more than two modes.

One-Mode Solution $y=y_{0}+\alpha_{1} \sin x$.
$\alpha_{1}$ satisfies the following cubic equation

$$
\begin{equation*}
a\left(\alpha_{1}+h\right)=-\frac{\alpha_{1}}{4}\left(k \alpha_{1}^{2}+3 k h \alpha_{1}+2 k h^{2}+4\right) \tag{11}
\end{equation*}
$$

After defining parameter $a_{1}$ as

$$
\begin{equation*}
a_{1}=\frac{k h^{2}}{4}-\frac{3}{4}\left(4 k h^{2}\right)^{1 / 3}-1 \tag{15}
\end{equation*}
$$

we can make the following observations.

1. If $a>a_{1}$, then there is only one equilibrium configuration denoted by $P_{0}$.
2. If $a<a_{1}$, then there are three equilibrium configurations $P_{0}, P_{1}^{+}$, and $P_{1}^{-}$, where

$$
\begin{equation*}
\alpha_{1}\left(P_{1}^{-}\right)<-h-\left(\frac{2 h}{k}\right)^{1 / 3}<\alpha_{1}\left(P_{1}^{+}\right)<-h<\alpha_{1}\left(P_{0}\right) \tag{16}
\end{equation*}
$$

3. If $a=a_{1}$, then the configurations $P_{1}^{+}$and $P_{1}^{-}$coincide. We denote this special one-mode configuration as $P_{1}$. Also

$$
\begin{equation*}
\alpha_{1}\left(P_{1}\right)=-h-\left(\frac{2 h}{k}\right)^{1 / 3} \tag{17}
\end{equation*}
$$

Two-Mode Solution $y=y_{0}+\alpha_{1} \sin x+\alpha_{j} \sin j x$.
It can be shown that a two-mode solution always contains the first mode $\alpha_{1} \sin x$. For this case the solutions can be written explicitly

$$
\begin{gather*}
\alpha_{1}=\frac{-j^{2} h}{j^{2}-1}  \tag{18}\\
\alpha_{j}= \pm \frac{2}{j} \sqrt{\frac{a_{j}-a}{k}} \tag{19}
\end{gather*}
$$

where

$$
\begin{equation*}
a_{j}=\frac{\left(j^{2}-2\right) j^{2} h^{2} k}{4\left(j^{2}-1\right)^{2}}-j^{2} \tag{20}
\end{equation*}
$$

These configurations are denoted by $P_{1 j}^{+}$and $P_{1 j}^{-}$, which exist only when

$$
\begin{equation*}
a<a_{j} \tag{21}
\end{equation*}
$$

It is noted that in both Eqs. (15) (for $a_{1}$ ) and (20) (for $a_{j}$ ) the parameters $k$ and $h$ appear together in the form $k h^{2}$. By comparing Eqs. (15) and (20) we observe that

$$
\begin{equation*}
a_{1} \geqslant a_{j} \tag{22}
\end{equation*}
$$



Fig. $2 a_{j}$ curves on the $k h^{2}$-a plane

The special initial height which renders $a_{1}=a_{j}$ is denoted by $\bar{h}_{j}$, where

$$
\begin{equation*}
k \bar{h}_{j}^{2}=2\left(j^{2}-1\right)^{3} \quad j=2,3,4, \ldots \tag{23}
\end{equation*}
$$

The values of some of $k \bar{h}_{j}^{2}$ are $k \bar{h}_{2}^{2}=54, k \bar{h}_{3}^{2}=1024$, etc. Figure 2 shows the $a_{j}$ curves in the $k h^{2}-a$ plane. These $a_{j}$ curves divide the $k h^{2}-a$ plane into several regions. The black dot at $h=\bar{h}_{2}$ signifies the touching point between $a_{1}$ and $a_{2}$ curves. For a given set of $k h^{2}$ and $a$, we can determine the number of equilibrium configurations. For instance, if the point $\left(k h^{2}, a\right)$ fall in the region 1 , then there is only one equilibrium configuration $P_{0}$. For the parameter ranges in Fig. 2 there are seven regions, whose equilibrium configurations are listed in Table 1.

## 4 Stability of Equilibrium Configurations

First of all, the dimensionless total energy $H$ of any configuration can be calculated as

$$
\begin{align*}
H= & \frac{2}{\pi} \int_{0}^{\pi}\left[\left(y_{, t}\right)^{2}+\left(y_{, x x}-y_{0, x x}\right)^{2}\right] d x+2(p-m \ddot{\delta})^{2}+\frac{2 p^{2}(1-k)}{k} \\
& +2 m \dot{\delta}^{2}(1-k) \tag{24}
\end{align*}
$$

The two terms in the integral represent the kinetic energy and the bending strain energy. The second term is the strain energy due to the axial force. The third term is the strain energy of the spring. The last term is the kinetic energy of mass. For an equilibrium configuration corresponding to a specified wall movement $a$, the kinetic energy is zero and the total energy consists of only the strain energy $U$ :

$$
\begin{equation*}
U=\frac{2}{\pi} \int_{0}^{\pi}\left(y_{, x x}-y_{0, x x}\right)^{2} d x+\frac{2 p^{2}}{k} \tag{25}
\end{equation*}
$$

Table 1 Equilibrium configurations in various regions of Fig. 2

| Region | Equilibrium configuration | Stability of $P_{1}^{-}$ |
| :--- | :--- | :---: |
| 1 | $P_{0}$ |  |
| 2 | $P_{0}, P_{1}^{ \pm}$ | Stable |
| 3 | $P_{0}, P_{1}^{ \pm}, P_{12}^{ \pm}$ | Stable |
| 4 | $P_{0}, P_{1}^{ \pm}, P_{12}^{ \pm}, P_{13}^{ \pm}$ | Stable |
| 5 | $P_{0}, P_{1}^{ \pm}, P_{12}^{ \pm}, P_{13}^{ \pm}, P_{14}^{ \pm}$ | Stable |
| 6 | $P_{0}, P_{1}^{ \pm}, P_{12}^{ \pm}, P_{13}^{ \pm}, P_{14}^{ \pm}, P_{15}^{ \pm}$ | Stable |
| 7 | $P_{0}, P_{1}^{ \pm}$ | Unstable |

For the two-mode configurations $P_{1 j}^{+}$and $P_{1 j}^{-}$the strain energy are equal, and can be written as

$$
\begin{equation*}
U\left(P_{1 j}^{+}\right)=U\left(P_{1 j}^{-}\right)=\frac{1}{k}\left(\frac{j^{4} k h^{2}}{j^{2}-1}-2 j^{4}-4 j^{2} a\right) \tag{26}
\end{equation*}
$$

For the one-mode solutions the strain energy is

$$
\begin{equation*}
U=\alpha_{1}^{2}+\frac{2 p^{2}}{k} \tag{27}
\end{equation*}
$$

where $\alpha_{1}$ and $p$ are the generalized coordinate and the axial thrust of the one-mode solution. The physical total energy $H^{*}$ and strain energy $U^{*}$ are related to $H$ and $U$ by

$$
\begin{equation*}
H=\frac{4 A L^{3} H^{*}}{\pi^{2} E I^{2}}, \quad U=\frac{4 A L^{3} U^{*}}{\pi^{2} E I^{2}} \tag{28}
\end{equation*}
$$

In order to study the stability of the equilibrium configuration with shape $\bar{y}$, we perturb the equilibrium shape by a small amount $\varepsilon \hat{y}$ to examine how the strain energy changes. $\varepsilon$ is a small positive number. The strain energy $U$ of the perturbed configuration can be expanded in terms of $\varepsilon$ as

$$
\begin{align*}
U(\bar{y}+\varepsilon \hat{y})-U(\bar{y})= & \varepsilon\left\{\frac{4}{\pi} \int_{0}^{\pi}\left[\left(\bar{y}_{, x x}-y_{0, x x}\right) \hat{y}_{, x x}+\overline{p y}_{, x} \hat{y}_{, x}\right] d x\right\} \\
& +\varepsilon^{2}\left\{\frac{2}{\pi} \int_{0}^{\pi}\left[\left(\hat{y}_{, x x}\right)^{2}+\bar{p}\left(\hat{y}_{, x}\right)^{2}\right] d x\right. \\
& \left.+\frac{2 k}{\pi^{2}}\left[\int_{0}^{\pi} \bar{y}_{, x} \hat{y}_{, x} d x\right]^{2}\right\} \\
& +\varepsilon^{3}\left\{\frac{2 k}{\pi^{2}}\left[\int_{0}^{\pi} \bar{y}_{, x} \hat{y}_{, x} d x\right]\left[\int_{0}^{\pi}\left(\hat{y}_{, x}\right)^{2} d x\right]\right\} \\
& +\varepsilon^{4}\left\{\frac{k}{2 \pi^{2}}\left[\int_{0}^{\pi}\left(\hat{y}_{, x}\right)^{2} d x\right]^{2}\right\} \tag{29}
\end{align*}
$$

$\bar{p}$ is the axial force of the equilibrium configuration $\bar{y}$, and can be calculated from Eq. (10) as

$$
\begin{equation*}
\bar{p}=\frac{-\alpha_{1}}{\alpha_{1}+h} \tag{30}
\end{equation*}
$$

To prove that an equilibrium shape $\bar{y}$ is stable we have to show that the energy difference $U(\bar{y}+\varepsilon \hat{y})-U(\bar{y})$ is positive for any $\hat{y} \neq 0$. On the other hand, to prove that $\bar{y}$ is an unstable equilibrium shape, we only need to find one $\hat{y} \neq 0$ which renders $U(\bar{y}+\varepsilon \hat{y})$ $-U(\bar{y})$ negative. After integrating by parts and using the fact that $\bar{y}$ satisfies the static equilibrium equations it can be shown that the coefficient of $\varepsilon$ in Eq. (29) is zero. To determine the stability we next examine the second variation of the strain energy

$$
\begin{equation*}
\delta^{2} U=\frac{2}{\pi} \int_{0}^{\pi}\left[\left(\hat{y}_{, x x}\right)^{2}+\bar{p}\left(\hat{y}_{, x}\right)^{2}\right] d x+\frac{2 k}{\pi^{2}}\left[\int_{0}^{\pi} \bar{y}_{, x} \hat{y}_{, x} d x\right]^{2} \tag{31}
\end{equation*}
$$

In some cases $\delta^{2} U$ is zero identically, and higher order variation is needed. More details of the above energy method can be found in Ref. [27], and the conclusions are summarized in the following.

One-Mode Solutions: $P_{0}$ is always stable. $P_{1}^{+}$is always unstable. If $h \leqslant \overline{h_{2}}$, then $P_{1}^{-}$is stable if and only if $a<a_{1}$. On the other hand, if $h>\overline{h_{2}}$, then $P_{1}^{-}$is stable if and only if $a<a_{2}$.

Two-Mode Solutions: $P_{1 j}^{+}$and $P_{1 j}^{-}$are always unstable.
From the earlier analysis, we know that for any combination of $a$ and $k h^{2}$ there are at most two stable configurations. One of them is always $P_{0}$, and the other possible stable configuration is $P_{1}^{-}$. In Table 1 we also identify the regions with stable $P_{1}^{-}$. For those
quasi-static wall movements $a$, which result in only one stable equilibrium position $P_{0}$, the assembly will return to the original position following impact. On the other hand, for those wall movements which render the existence of two stable positions $P_{0}$ and $P_{1}^{-}$, then it is possible for the arch to snap and settle to $P_{1}^{-}$ following the impact. It is the purpose of this paper to determine the lowest possible initial speed of the impacted mass, below which the arch-mass-spring assembly is in no danger to snap. This lowest initial speed is called the critical initial speed.

## 5 Snap-Through Criterion

While it is in general difficult to determine the necessary and sufficient condition for dynamic snap-through to occur, we can establish the sufficient conditions against dynamic snap-through in terms of the dimensionless total energy $H$ of the vibrating arch-mass-spring assembly following the impact. The basic idea of the snap-through criterion is that if the total energy gained by the assembly from the impact is smaller than the minimum energy barrier lying between the nearest stable equilibrium position and the distant stable one, then the arch has no chance to snap dynamically. The energy barrier can be proved to be the strain energy of either the unstable configuration $P_{1}^{+}$or $P_{12}^{ \pm}$, depending on the parameters $k, h$ and $a$ [27]. The sufficient conditions against dynamic snap-through from $P_{0}$ to $P_{1}^{-}$can then be stated in the following.

Case (1) $h \leqslant \overline{h_{2}}$ and $a_{2} \leqslant a<a_{1}$ : The sufficient condition against snap-through is $H_{i}<U\left(P_{1}^{+}\right)$, where $H_{i}$ is the total energy immediately following impact.

Case (2) $a<a_{2}$ : The sufficient condition against snap-through is $H_{i}<U\left(P_{12}^{ \pm}\right)$.

Figures 3(a), 3(b), and 3(c) show the equilibrium positions and strain energy contours for three typical situations. In Fig. 3(a) $k$ $=0.4, h=10$, and $a=3$, which falls in region 3 of Fig. 2. There are five equilibrium positions in this region, among them $P_{12}^{ \pm}$are the saddle points whose strain energy is the energy barrier preventing the system from snapping from position $P_{0}$ to another stable position $P_{1}^{-}$. In Fig. 3(b) $k=0.2, h=10$, and $a=0.6$, which falls in region 2 of Fig. 2. There are three equilibrium positions in this region, among them $P_{1}^{+}$is a saddle point whose strain energy serves as the energy barrier. In Fig. 3(c) $k=0.8, h=10$, and $a$ $=13.8$, which falls in region 7 of Fig. 2. There are three equilibrium positions in this region, among them $P_{0}$ is the only stable equilibrium position. $P_{1}^{-}$becomes a saddle point in this case.

## 6 Effect of Damping

Figures $4(a), 4(b)$, and $4(c)$ show the deformation history of an arch with $h=10, k=0.4, a=3$, and $m=0.001$, which falls in region 3 of Fig. 2. In calculating the response we modify Eq. (10) by adding a damping parameter $\mu$ :

$$
\begin{equation*}
\ddot{\alpha}_{1}=-\mu \dot{\alpha}_{1}-\alpha_{1}-(p-m \ddot{\delta})\left(h+\alpha_{1}\right) \tag{32}
\end{equation*}
$$

The relation between $\mu$ and its physical counterpart $\mu^{*}$ is

$$
\begin{equation*}
\mu=\frac{\mu^{*} L^{2}}{\pi^{2} \rho A r} \sqrt{\frac{\rho}{E}} \tag{33}
\end{equation*}
$$

The initial speed $v_{i}$ is set to be 110 . The damping $\mu$ used in Figs. $4(a), 4(b)$, and $4(c)$ are $0.2,0.3$, and 0.6 , respectively. The initial conditions are

$$
\begin{gather*}
\alpha_{i}(0)=0, \quad i=1,2,3, \ldots \\
\dot{\alpha}_{1}(0)=-\frac{2 v_{i}}{h}  \tag{34}\\
\dot{\alpha}_{i}(0)=0, \quad i=2,3,4, \ldots
\end{gather*}
$$

For the small damping case in Fig. 4(a) the energy gained by the assembly is large enough to surpass the energy barrier $U\left(P_{12}^{ \pm}\right)$and


Fig. 3 Strain energy contours for (a) $k=0.4, h=10, a=3$, (b) $k=0.2, h=10, a=0.6$, (c) $k=0.8, h=10, a=13.8$
$\alpha_{1}$ can reach $\alpha_{1}\left(P_{1}^{-}\right)$. However, due to small damping, the arch is snapped back and finally settles to position $P_{0}$. For the medium damping case in Fig. 4(b), the assembly not only gains enough energy to surpass $U\left(P_{12}^{ \pm}\right)$and $\alpha_{1}$ can reach $\alpha_{1}\left(P_{1}^{-}\right)$, the damping also prevents it from snapping back to $P_{0}$. The arch settles to $P_{1}^{-}$ eventually. In Fig. $4(c)$ the damping is so large that it prevents the arch from surpassing $U\left(P_{12}^{ \pm}\right)$, and the arch has no choice but to settle to $P_{0}$. The existent equilibrium positions are plotted as dashed horizontal lines for reference. These examples demonstrate that damping plays an important role in dynamic snap-through when the total energy of the assembly gained from impact is greater than the energy barrier.

## 7 Critical Initial Speed

Another important factor in determining whether snap-through will occur is the end initial speed. Apparently, for very small initial speed no snap-through is possible. As $v_{i}$ increases, on the other hand, snap-through might occur. It is therefore possible to define a critical initial speed $v_{\text {cr }}$ below which no snap-through is possible even if there exist two stable equilibrium positions. From the snap-through criterion discussed previously, we can derive the expression of the critical initial speed as follows.

For the case when $h \leqslant \overline{h_{2}}$ and $a_{2} \leqslant a<a_{1}$ the energy barrier is $U\left(P_{1}^{+}\right)$. From the condition $H_{i}\left(v_{c r}\right)=U\left(P_{1}^{+}\right)$, where $H_{i}\left(v_{c r}\right)$ is the total energy of the system immediately after the attached mass attains initial speed $v_{\text {cr }}$ from the impact, it can be found that the critical initial speed $v_{\text {cr }}$ for this case is
(a)

(b)

(c)


Fig. 4 Effect of damping $\mu$ on the response of the assembly with $h=10, k=0.4, a=3, v_{i}=110, m=0.001$. (a) $\mu=0.2$, (b) $\mu=0.3$, (c) $\mu=0.6$.

$$
\begin{equation*}
v_{\mathrm{cr}}=\frac{h\left[k \alpha_{1}^{2}\left(P_{1}^{+}\right)-k \alpha_{1}^{2}\left(P_{0}\right)+2 p^{2}\left(P_{1}^{+}\right)-2 p^{2}\left(P_{0}\right)\right]^{1 / 2}}{\left[2 m h^{2} k(1-k)+4 k\right]^{1 / 2}} \tag{35}
\end{equation*}
$$

$p\left(P_{0}\right)$ and $p\left(P_{1}^{+}\right)$are the axial thrust of the assembly in the equilibrium positions $P_{0}$ and $P_{1}^{+}$, respectively. For the case when $a<a_{2}$ the energy barrier is $U\left(P_{12}^{ \pm}\right)$. From the condition $H_{i}\left(v_{\mathrm{cr}}\right)$ $=U\left(P_{12}^{ \pm}\right)$it can be found that the critical initial speed $v_{\mathrm{cr}}$ for this case is

$$
\begin{equation*}
v_{\mathrm{cr}}=\frac{h\left[16 k h^{2}-96-48 a-3 k \alpha_{1}^{2}\left(P_{0}\right)-6 p^{2}\left(P_{0}\right)\right]^{1 / 2}}{\left[6 m h^{2} k(1-k)+12 k\right]^{1 / 2}} \tag{36}
\end{equation*}
$$

It is noted that the one-mode solution $P_{0}$ and $P_{1}^{+}$cannot be solved explicitly when $a \neq 0$. Therefore, the parameters $\alpha_{1}\left(P_{0}\right)$, $\alpha_{1}\left(P_{1}^{+}\right), p\left(P_{0}\right)$, and $p\left(P_{1}^{+}\right)$in Eqs. (35) and (36) can only be calculated numerically. On the other hand when $a=0$, i.e., the assembly is unstrained before impact, Eqs. (35) and (36) can be expressed in the following closed forms. For the case $18>k h^{2}>16:$

$$
\begin{gather*}
v_{\mathrm{cr}}=\frac{h^{2}(3-c)}{4(1-c)}\left\{\frac{16+2 k h^{2}(1-c)^{2}}{k h^{2}\left[m h^{2}(1-k)+2\right]}\right\}^{1 / 2}, \\
\text { where } c=\sqrt{1-\frac{16}{k h^{2}}} \tag{37}
\end{gather*}
$$

For the case $k h^{2}>18$ :

$$
\begin{equation*}
v_{\mathrm{cr}}=\frac{h}{2}\left[\frac{32 h^{2} k-192}{3 m h^{2} k(1-k)+6 k}\right]^{1 / 2} \tag{38}
\end{equation*}
$$



Fig. 5 Schematic diagram of the experimental setup

## 8 Experimental Setup

An experimental setup is designed to verify the earlier theoretical prediction. The schematic diagram of the setup is shown in Fig. 5. The function of each component in the setup is explained as follows. (1) The arch is made of aluminum strip with Young's modulus 70 GPa and mass density $2800 \mathrm{~kg} / \mathrm{m}^{3}$. The length $L$ of the arch is 40 cm and the cross section is $25 \mathrm{~mm} \times 1.5 \mathrm{~mm}$. (2) Attached mass, which consists of a roller bearing and a linear bearing at the end, is scaled at $m^{*}=473 \mathrm{~g}$. The roller bearing is installed to simulate the pinned condition, while the linear bearing is to reduce the friction when the mass slides on the guiding rods (3). (4) Spring to support the arch in the axial direction, whose spring constant can be adjusted in the range $k^{*}=200-400 \mathrm{~N} / \mathrm{cm}$ by changing its working length. (5) A lock-and-release striking mechanism, which consists of a striking hammer and a spring to store the striking power. (6) An adjustable screw mechanism to control the quasi-static wall movement $a^{*}$. (7) An LDV system made by Polytec Co. (optical measurement head OFV-508 and electronic signal processor OFV-2802) to measure the speed of the sliding mass in the axial direction or the lateral speed at the midpoint (one at a time) of the arch. The converting ratio of the LDV signal is 1 V to $125 \mathrm{~mm} / \mathrm{s}$. The instrument can record a signal up to 15 V . Displacement can be obtained by integrating the speed signal. (8) A digital oscilloscope is used to visually monitor and record the signals from the LDV system. A photograph of the laboratory setup is shown in Fig. 6.

## 9 Transient Response Measurements

Figure 7 shows the measured speed history of the attached mass following the impact. The parameters of the assembly are initial height $h^{*}=2.80 \mathrm{~cm}(h=65)$, spring constant $k^{*}=327 \mathrm{~N} / \mathrm{cm}(k$ $=0.0050$ ), wall movement $a^{*}=0$. The complicated impact phenomenon between the striking hammer and the metallic flange on the sliding mass is not of our interest. Instead, we focus our attention to the initial speed gained by the sliding mass after the


Fig. 6 A photograph of the experimental setup in the laboratory


Fig. 7 Measured speed history of the attached mass following the impact. Parameters of the assembly are $h^{*}=2.80 \mathrm{~cm}$, $k^{*}=327 \mathrm{~N} / \mathrm{cm}, a^{*}=0$.
impact. The initial speed is measured at $v_{i}^{*}=1.72 \mathrm{~m} / \mathrm{s}\left(v_{i}\right.$ $=2860)$ and is signified by a black dot in the figure. The rise time from impact to the speed peak is about 0.0005 s . In this experiment snap-through occurs with the arch passing through the horizontal position at 0.015 s (the first crossing of the $\dot{\delta}^{*}=0$ line). For easy reference we present the results with both physical parameters (with asterisk) and the dimensionless ones (without asterisk). The same labeling style is adopted in the following figures.

The solid lines in Fig. 8 represent the measured lateral deflection history at the midpoint of the arch following the impact. The parameters of the assembly in Fig. $8(a)$ are $h^{*}=3.46 \mathrm{~cm}(h$ $=80), \quad k^{*}=206 \mathrm{~N} / \mathrm{cm}(k=0.0034), \quad v_{i}^{*}=1.44 \mathrm{~m} / \mathrm{s}\left(v_{i}=2400\right)$.


Fig. 8 Deflection history at the midpoint of the arch following the impact. The solid lines are the measured response while the dashed lines are the numerical results. (a) $h^{*}=3.46 \mathrm{~cm}$, $k^{*}=206 \mathrm{~N} / \mathrm{cm}, v_{i}^{*}=1.44 \mathrm{~m} / \mathrm{s}$. (b) $h^{*}=3.00 \mathrm{~cm}, k^{*}=333 \mathrm{~N} / \mathrm{cm}$, $v_{i}^{*}=1.79 \mathrm{~m} / \mathrm{s}$.

No snap-through occurs in this case and the arch settles to the original shape eventually. Figure $8(b)$ shows the deflection history of another assembly with parameters $h^{*}=3.00 \mathrm{~cm}(h=70), k^{*}$ $=333 \mathrm{~N} / \mathrm{cm}(k=0.0051), \quad v_{i}^{*}=1.79 \mathrm{~m} / \mathrm{s}\left(v_{i}=2975\right)$. Snapthrough occurs in Fig. 8(b) and the arch settles eventually to the other side.

To simulate the motion of the assembly numerically, we have to estimate the damping of the system. The dissipating mechanism of the system comes from the friction in the moving parts and the material damping in the arch and the spring. We assume that the first mode is dominant in the dynamic response in Fig. 8(a). The damping factor may be estimated from the decaying rate of the two peaks as signified by black dots. The heights of the two peaks are measured at $y_{1}=38$ and $y_{2}=24$. The ratio of the damping of the system $\mu$ in Eq. (32) to a critical damping $\mu_{c}$ is [28]

$$
\begin{equation*}
\frac{\mu}{\mu_{c}}=\frac{\ln \left(y_{1} / y_{2}\right)}{\left\{(2 \pi)^{2}+\left[\ln \left(y_{1} / y_{2}\right)\right]^{2}\right\}^{1 / 2}} \tag{39}
\end{equation*}
$$

The damping ratio in Eq. (39) is calculated as 0.07. The critical damping $\mu_{c}$ is estimated numerically by adjusting the damping parameter $\mu$ in Eq. (32) until the response $\alpha_{1}$ ceases to oscillate. In this way the dimensionless critical damping $\mu_{c}$ is estimated as 10 . As a consequence the damping of the assembly is estimated as $\mu=0.7\left(\mu^{*}=9.8 \mathrm{~N} \mathrm{~s} / \mathrm{m}\right)$. It is noted that the concept of critical damping and the logarithmic decrement approach is for a linear oscillator. We assume that the similar concept can be extended to a nonlinear system with a linear viscous damping such as Eq. (32). Although this estimate may appear somewhat engineeringoriented, it is believed that the damping factor in our experimental setup is about this order. Whether this approach is satisfactory is examined by experimental results. The dashed lines in Figs. 8(a) and $8(b)$ are the deflection history from numerically integrating Eq. (32). The short rise time from impact to the peak speed as explained in Fig. 7 is ignored. It is noted that the actual response as measured in the experiment may contain multiple-mode components, while the numerical simulation contains only a single mode $\alpha_{1}$ because of the initial conditions (34). The actual multimode response may result from imperfect initial shape of the arch. The good agreement between the experiment and the numerical simulation as demonstrated in Figs. 8(a) and 8(b) confirms that the one-mode solution $\alpha_{1}(t) \sin x$ is indeed the dominant component.

## 10 Critical Speed Measurements

Figure 9 shows the results from a series of experiments on the critical initial speed. Figure $9(a)$ shows the relation between the critical initial speed $v_{\mathrm{cr}}^{*}$ and the wall movement $a^{*}$. The fixed parameters of the assembly is $h^{*}=3.46 \mathrm{~cm}(h=80), \quad k^{*}$ $=206 \mathrm{~N} / \mathrm{cm}(k=0.0034)$. The symbol $\times$ represents the measured critical initial speed. In the experiment we increase the striking power of the hammer incrementally until snap-through occurs. The increment in the corresponding initial speed change is about $0.0125 \mathrm{~m} / \mathrm{s}$, which may be considered as the accuracy of the critical speed measurement. Each experiment is repeated three times. Therefore, there are three $\times$ clustered for each specified $a^{*}$. The solid line represents the theoretical predictions. The two black dots represent the wall movement corresponding to $a_{1}$ and $a_{2}$. In the range $a_{2}<a<a_{1}$ the theoretical critical initial speed is given by Eq. (35). In the range $a<a_{2}$ the theoretical critical initial speed is given by Eq. (36). In the range $a>a_{1}$ no snap-through is possible because there exist only one stable equilibrium position $P_{0}$. It is noted that the wall movement $a$ in the experiment ranges from negative to positive values. It is observed that the critical initial speed decreases as the wall movement $a$ increases until the point $a=a_{1}$.

Figure $9(b)$ shows the critical initial speed as a function of the supporting spring constant $k^{*}$. The fixed parameters of the assembly is $h^{*}=3.46 \mathrm{~cm}(h=80), a^{*}=0$. The two points signified by
(a)

(b)

(c)


Fig. 9 Critical initial speed $v_{\text {cr }}^{*}$ as a function of (a) wall movement $a^{*}$, (b) supporting spring constant $k^{*}$, (c) initial height $h^{*}$ of the arch. Symbol×represents the measured data, while the solid lines are the theoretical predictions.
black dots are $k_{1}=16 / h^{2}$ and $k_{2}=18 / h^{2}$. In the range $k_{1}<k<k_{2}$ the theoretical critical initial speed is given by Eq. (37). In the range $k<k_{2}$ the theoretical critical initial speed is given by Eq. (38). It is observed that the critical initial speed increases as the spring constant $k^{*}$ increases. Figure $9(c)$ shows the critical initial speed as a function of the initial height $h^{*}$ of the arch. The fixed parameters of the assembly is $k^{*}=208 \mathrm{~N} / \mathrm{cm}(k=0.0035), a^{*}$ $=0$. The two points corresponding to $a_{1}$ and $a_{2}$ are outside the range of this figure. The critical initial speed increases as the initial height of the arch increases. Generally speaking, the experimental results of the critical initial speeds are satisfactory compared to the theoretical predictions.

## 11 Conclusions

In this paper we consider a shallow arch with initial height $h$. One end of the arch is attached to a mass $m$ and supported by a spring with constant $k$. After the supporting wall is moved quasistatically a distance $a$ to preload the arch-mass-spring assembly, the attached mass is subjected to impact and attains initial speed $v_{i}$. We are interested in the conditions under which the arch will snap to the other side dynamically. Some results can be summarized in the following.
(1) There are at most two stable equilibrium configurations for any given combination of $a, h$ and $k$. One of them is $P_{0}$, which is always stable. The other is $P_{1}^{-}$, which is stable only in certain range of $a$ and $k h^{2}$.
(2) When $h \leqslant \overline{h_{2}}$ and $a_{2} \leqslant a<a_{1}$, the energy barrier preventing the arch from snapping from $P_{0}$ to $P_{1}^{-}$is the strain energy of $P_{1}^{+}$. In the case when $a<a_{2}$ the energy barrier is the strain energy of $P_{12}^{ \pm}$.
(3) The assembly is safe from dynamic snap-through as long as the initial speed of the attached mass from the impact is smaller than a critical speed. This critical initial speed can be predicted analytically and confirmed by experiments.
(4) Generally speaking the critical initial speed decreases as $a$ increases, while it increases as $k$ and $h$ increase.
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# A Plane Stress Perfectly Plastic Mode I Crack Solution With Continuous Stress Field 


#### Abstract

A statically admissible solution for a perfectly plastic material in plane stress is presented for the mode I crack problem. The yield condition employed is an alternative type first proposed by von Mises in order to approximate his original yield condition for plane stress while eliminating most of the elliptic region as pertaining to partial differential equations. This yield condition is composed of two intersecting parabolas rather than a single ellipse in the principal stress space. The attributes of this particular solution of the mode I problem over that previously obtained are that it contains neither stress discontinuities nor compressive stresses anywhere in the field. [DOI: 10.1115/1.1828061]


The mode I perfectly plastic solution for the plane stress crack problem under the von Mises yield condition [1] has a discontinuous radial stress in the trailing portion of the plastic zone. Beyond this stress discontinuity and extending to the crack face lies a region under compression, which is a counterintuitive feature for a crack subject to tensile loads. In contrast, neither this stress discontinuity nor compressive region is found in the analogous plane strain crack problem (see, e.g., [2]). These features are likely inherent to the plane stress problem because of the extended regions of the yield surface where the governing differential equations are elliptic. In the analogous plane strain problem, only hyperbolic partial differential equations govern over the entire yield surface.

Cognizant of the innate mathematical difficulties that arise with ellipticity in plasticity theory, von Mises [3] proposed an alternative yield condition for plane stress. This yield condition approximates the shape of the original surface in the principal stress plane, while eliminating most of the elliptic region of the yield surface-the exceptions being just two points. Using this alternative yield criterion, it will be shown that a continuous stress field is derivable for the perfectly plastic mode I crack problem under plane stress loading conditions.

The traditional von Mises yield condition [3] assumes the following form for a plane stress, nonwork hardening material

$$
\begin{equation*}
\sigma_{1}^{2}+\sigma_{2}^{2}-\sigma_{1} \sigma_{2}=\sigma_{0}^{2}=3 k^{2} \tag{1}
\end{equation*}
$$

where $\sigma_{1}$ and $\sigma_{2}$ are the first and second principal stresses $\left(\sigma_{3}\right.$ $=0), \sigma_{0}$ is the tensile yield stress, and $k$ is the yield stress in pure shear. A plot of the corresponding yield surface in Fig. 1 shows that the curve itself in principal stress space is an ellipse. Regions VW and UZ on the yield surface are governed by hyperbolic partial differential equations [2], while regions UV and WZ are governed by elliptic equations. At the transition points $\mathrm{U}, \mathrm{V}, \mathrm{W}$, and Z , parabolic partial differential equations govern.

For purposes of comparison, inscribed in the von Mises yield condition in Fig. 1 is the Tresca yield surface, which is hexagonal in shape. Regions NP and ST on the Tresca have hyperbolic partial differential equations as governing equations [2]. Regions MN, MT, PQ, and QS have parabolic partial differential equations. At points M and Q the equations become elliptic. The rela-

[^8]tionship between the tensile yield stress $\sigma_{0}$ and that in shear $k$ differs from the von Mises yield condition and has the form $\sigma_{0}=2 k$.

The alternative von Mises yield condition [3] is defined below for plane stress

$$
\begin{equation*}
\frac{\sigma_{1}-\sigma_{2}}{k}= \pm \frac{1}{1+\sqrt{2}}\left[(1+\sqrt{2})^{2}-\left(\frac{\sigma_{1}+\sigma_{2}}{2 k}\right)^{2}\right] \tag{2}
\end{equation*}
$$

Its plot in Fig. 2 reveals it is comprised of two intersecting parabolas. The positive sign in (2) corresponds to the solid parabola shown in the figure, while the negative sign corresponds to the broken parabola. For the solid parabola, the slope $d \sigma_{2} / d \sigma_{1}$ is zero at the lowest point of the defining curve $Q^{\prime}$ and infinite at the highest point of the defining curve $M^{\prime}$. The converse is true for the dashed line portion. The associated governing partial differential equations are hyperbolic, except where the slope is zero or infinity. At these extreme points $M^{\prime}$ and $Q^{\prime}$ on the diagonal line, the equations are elliptic. These points are similar mathematically to corresponding points on the Tresca yield condition $M$ and $Q$, which are also located at extreme points along the diagonal line. For the alternative von Mises yield condition, the tensile yield stress $\sigma_{0}=2 k$; however, $k$ is no longer interpreted as the yield stress in pure shear.

To gain insight into the varying predictions of these three different yield criteria, the mode I linear elastic, small scale yielding stresses [2] have been substituted into the various criteria and plotted in Fig. 3, which is a normalized XY plane with a crack situated to the left of the origin. In this plane, the dimensionless coordinates are of the form $X=2 \pi x \sigma_{0}^{2} / K_{I}^{2}$, etc., where $K_{I}$ is the mode I stress intensity factor, and $x$ is the standard Cartesian coordinate. It can be seen that the yield locus of the alternative von Mises yield condition is similar in size to the traditional von Mises yield criterion. However, the alternative von Mises yield criterion seems to resemble the shape of the Tresca yield condition more than the traditional von Mises yield condition.

To date, no analytical elastic-plastic solution of the mode I problem has been found. However, plastic stresses [2,4,5] have been continued analytically across the prescribed elastic-plastic boundary that is shown in Fig. 3 for the Tresca yield condition. The associated slip line nets found in these analyses are shown in Fig 4. It is curious to note that along slipline DF a biaxial state of stress of magnitude $2 k$ is determined. This state of stress corresponds to point M on the Tresca yield surface (Fig. 1), which is governed by an elliptic partial differential equation. One could infer by symmetry that a similar slip line, which is the reflection of DF, exists on the opposite side of the crack axis. Thus the analytical continuation of stresses across the leading edge of the


Fig. 1 The von Mises yield condition (elliptically shaped) with inscribed Tresca yield condition. After [3].
plastic zone suggests that a biaxial state of stress might be present in front of the crack tip for the elastic-plastic problem.

In the context of a perfectly plastic material under the Tresca yield condition, a stress field having a biaxial state of stress $2 k$ ahead of the crack and a uniaxial state of stress of magnitude $2 k$ along the crack faces is statically admissible. This would require a stress discontinuity to form at the crack tip and continue to $\pm \infty$ along the $Y$-axis, for a crack oriented along the negative $X$-axis as in Fig. 4. No concentrated fan of slip lines is admissible within the Tresca yield condition in plane stress (the Appendix gives some indication of why this is true); otherwise, it would seem natural to try to eliminate this stress discontinuity through an intervening fan connecting these two regions of uniform stress. It will be shown that the alternative von Mises allows a stress field to be developed which has a biaxial state of stress in front of the crack tip, a


Fig. 2 The alternative von Mises yield condition (parabolically shaped) compared to the Tresca yield condition. After [3].


Fig. 3 Predicted elastic-plastic boundaries around a crack tip for different yield criteria using the elastic stress field
uniaxial state of stress adjacent to the crack faces, and a concentrated fan of characteristics in-between the other two regions.

The characteristics for the most commonly used perfectly plastic model for plane stress are shown in Fig. 5, which was developed in [1] for comparison with a power-law hardening material. (Note the crack in [1] was oriented to the left rather than to the right, as shown in Fig. 5.) The dashed line along OB of Fig. 5 indicates a stress discontinuity. The associated stress field is independent of the radius $r$ from crack tip. Its variation with the polar angle $\theta$, measured counterclockwise from OA, is provided in Fig. 6.

## Analysis

A solution of a mode I perfectly plastic solution for plane stress is found in this section using the alternative von Mises yield con-


Fig. 4 Slip lines across an elastic-plastic boundary under the Tresca yield condition. After [2,4,5].


Fig. 5 Characteristics for plane stress mode I crack under the von Mises yield condition (elliptically shaped). After [1].
dition. The first step will be to solve the associated differential equation generated by (2) for a stress field independent of the radius $r$ for a body in equilibrium.

Solving (2) for $\sigma_{2}$ gives

$$
\begin{equation*}
\sigma_{2}=2 a k+2 \sqrt{2 a k\left(a k-\sigma_{1}\right)}-\sigma_{1}, \quad \text { where } a=1+\sqrt{2} . \tag{3}
\end{equation*}
$$

Note the branch of the multiple-valued function was chosen in (2) to represent quadrant one of the principal stress plane for the solid-line segment of the yield surface of Fig. 2.

The following elementary transformations are used to relate the stresses in polar coordinates $(r, \theta)$ to the principal stresses in the yield condition (3)

$$
\begin{align*}
& \sigma_{1}=\left(\sigma_{r}+\sigma_{\theta}\right) / 2+\sqrt{\left(\sigma_{r}-\sigma_{\theta}\right)^{2}+4 \tau_{r \theta}^{2}} / 2,  \tag{4}\\
& \sigma_{2}=\left(\sigma_{r}+\sigma_{\theta}\right) / 2-\sqrt{\left(\sigma_{r}-\sigma_{\theta}\right)^{2}+4 \tau_{r \theta}^{2}} / 2 . \tag{5}
\end{align*}
$$

Introducing a stress function of the form

$$
\begin{equation*}
\phi=r^{2} f(\theta) \tag{6}
\end{equation*}
$$

allows for stresses which automatically satisfy the equilibrium equations in the plane.

Further, the particular form of (6) defines a stress field, which is independent of the coordinate $r$, which can be deduced from the relationships given below relating $\phi$ to stresses in polar coordinates

$$
\begin{gather*}
\sigma_{r}=\frac{1}{r^{2}} \frac{\partial^{2} \phi}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial \phi}{\partial r}=f^{\prime \prime}(\theta)+2 f(\theta),  \tag{7}\\
\sigma_{\theta}=\frac{\partial^{2} \phi}{\partial r^{2}}=2 f(\theta),  \tag{8}\\
\tau_{r \theta}=-\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial \phi}{\partial \theta}\right)=-f^{\prime}(\theta) . \tag{9}
\end{gather*}
$$

Upon substitution of (7)-(9) into (4) and (5) and subsequently the resulting expressions for $\sigma_{1}$ and $\sigma_{2}$ into (3), one finds that the governing ordinary differential equation for $f(\theta)$ is

$$
\begin{equation*}
f^{\prime \prime}(\theta)+4 f(\theta)=2 a k+2 \sqrt{2 a k\left\{a k-\left[\frac{f^{\prime \prime}(\theta)+4 f(\theta)}{2}+\frac{1}{2} \sqrt{\left(f^{\prime \prime}(\theta)\right)^{2}+4\left(f^{\prime}(\theta)\right)^{2}}\right]\right\}} . \tag{10}
\end{equation*}
$$

Applying the standard technique for reducing the order of an ordinary differential equation lacking the explicit appearance of the independent variable, i.e.,

$$
\begin{equation*}
f^{\prime}(\theta)=p, \quad f^{\prime \prime}(\theta)=p \frac{d p}{d f}, \tag{11}
\end{equation*}
$$

produces the expression

$$
\begin{align*}
& {\left[\frac{1}{8 a k}\left(p \frac{d p}{d f}+4 f-2 a k\right)^{2}+\frac{1}{2} p \frac{d p}{d f}+2 f-a k\right]^{2}} \\
& \quad=\frac{1}{4}\left[\left(p \frac{d p}{d f}\right)^{2}+4 p^{2}\right], \tag{12}
\end{align*}
$$

after both sides have been squared repetitively in such a way as to eliminate both radical signs appearing in (10).

An additional substitution of the form

$$
\begin{equation*}
Q=\frac{1}{2} p^{2}+2 f^{2} \tag{13}
\end{equation*}
$$

further reduces the equation to

$$
\begin{equation*}
\left[\frac{1}{8 a k}\left(\frac{d Q}{d f}-2 a k\right)^{2}+\frac{1}{2} \frac{d Q}{d f}-a k\right]^{2}=\frac{1}{4}\left[\left(\frac{d Q}{d f}\right)^{2}-8 f \frac{d Q}{d f}+8 Q\right] . \tag{14}
\end{equation*}
$$

Let us now introduce the following notation into (14)

$$
\begin{equation*}
q(f)=\frac{d Q(f)}{d f}=Q^{\prime}(f) \tag{15}
\end{equation*}
$$

Upon expansion of the bracketed terms in (14), the equation assumes the form

$$
\begin{equation*}
f q(f)-Q(f)=-\frac{a^{2} k^{2}}{8}+\frac{3}{16} q^{2}(f)-\frac{1}{128 a^{2} k^{2}} q^{4}(f) . \tag{16}
\end{equation*}
$$



Fig. 6 Stress field for plane stress mode I crack under the von Mises yield condition (elliptically shaped). After [1].

On the surface, (16) appears to be a formidable differential equation to solve being of quartic degree. Typically, a first order differential equation of degree higher than one requires as an intermediate step a solution of an algebraic equation of the same degree as that of the equation itself. However, in this case the left-hand side of (16) has the form of a Clairaut equation [6], which will simplify the solution process considerably. The operational procedure to solve a Clairaut equation is to substitute an arbitrary constant for the first derivative appearing in the equation, and solve the expression for the dependent variable. The solution of the differential equation in this case is the dependent variable $Q$, where $c$ is the constant of integration. Upon applying this procedure to (16), it becomes

$$
\begin{equation*}
f c-Q(f)=-\frac{a^{2} k^{2}}{8}+\frac{3}{16} c^{2}-\frac{1}{128 a^{2} k^{2}} c^{4} . \tag{17}
\end{equation*}
$$

Now reverting to the original definition for $Q(f)$, i.e., (13), one finds from (17) that

$$
\begin{equation*}
f c-\frac{1}{2} p^{2}-2 f^{2}=-\frac{a^{2} k^{2}}{8}+\frac{3}{16} c^{2}-\frac{1}{128 a^{2} k^{2}} c^{4} . \tag{18}
\end{equation*}
$$

By substituting the definition of $p$ from (11) into (18), the solution to the original second order differential equation is reduced to quadrature, i.e.,

$$
\begin{equation*}
\pm \theta+\frac{\alpha}{2}=\int \frac{d f}{\sqrt{a^{2} k^{2} / 4-\frac{3}{8} c^{2}+c^{4} / 64 a^{2} k^{2}+2 c f-4 f^{2}}} \tag{19}
\end{equation*}
$$

where $\alpha$ represents the second constant of integration. The integral in (19) can be evaluated using either an integral table or using a symbolic computer program with the result being an inverse trigonometric function of $f$. Upon inversion of this elementary function, one finds the explicit form of the general solution of (10) as

$$
\begin{equation*}
f(\theta)=\frac{c}{4} \pm\left(\frac{a k}{4}-\frac{c^{2}}{16 a k}\right) \sin (2 \theta+\alpha) . \tag{20}
\end{equation*}
$$

It can be shown that $f(\theta)$ of (20) represents a class of solutions of (10), which generate uniform states of stress.

Another possible type of solution of the original differential equation (10) is a singular solution. Singular solutions represent envelopes of general solutions. However, they cannot be derived from the general solution by simply selecting particular values of the arbitrary constants. For Clairaut's equation, a method of finding singular solutions (if they exist) is described in [6] and will be used here. In order to find the singular solution, one must first take a derivative of the governing equation (16) with respect to the independent variable $f$, i.e.,

$$
\begin{equation*}
Q^{\prime \prime}(f)\left(f-\frac{3}{8} q-\frac{1}{32 a^{2} k^{2}} q^{3}\right)=0 \tag{21}
\end{equation*}
$$

This procedure sets up a specific relationship between $q$ and $f$ related to the envelope of the general solution. Next the term in the parentheses in (21) is set equal to zero and the expression solved for $q(f)$. The only real-valued solution of this cubic algebraic equation for $q(f)$ is

$$
\begin{align*}
q(f)= & 2 \sqrt[3]{\sqrt{4 a^{4} k^{4} f^{2}-a^{6} k^{6}}-2 a^{2} k^{2} f} \\
& +\frac{2 a^{2} k^{2}}{\sqrt[3]{\sqrt{4 a^{4} k^{4} f^{2}-a^{6} k^{6}}-2 a^{2} k^{2} f}} \tag{22}
\end{align*}
$$

When (22) is substituted for $q$ into the original differential equation and solved, a singular solution is obtained.

Upon substituting the definition of $Q(f)$ into (16), one finds that

$$
\begin{equation*}
p=\frac{d f}{d \theta}= \pm \sqrt{\frac{a^{2} k^{2}}{4}-\frac{3}{8} q^{2}(f)+\frac{q^{4}(f)}{64 a^{2} k^{2}}+2 q(f) f-4 f^{2}}, \tag{23}
\end{equation*}
$$

where $q(f)$ is given by (22). From (23) one further infers by separating variables and integrating that

$$
\begin{align*}
& \pm \theta+\beta \\
&=\int \frac{d f}{\sqrt{a^{2} k^{2} / 4-\frac{3}{8} q^{2}(f)+q^{4}(f) / 64 a^{2} k^{2}+2 q(f) f-4 f^{2}}}, \tag{24}
\end{align*}
$$

where $\beta$ is a constant of integration.
The implicit form of a singular solution of (10) is obtained from (24), provided the integral exists. However, evaluating the integral analytically is difficult in its present form due to the complicated expression $q(f)$. Nevertheless, it can be accomplished by noting a simple parametric representation of (22) exists in the form

$$
\begin{gather*}
f=\frac{a k}{2} \sin \psi=\frac{a k}{4 i}\left(e^{i \psi}-e^{-i \psi}\right), \\
q=4 a k \sin \frac{\psi}{3}=\frac{2 a k}{i}\left(e^{i \psi / 3}-e^{-i \psi / 3}\right) . \tag{25}
\end{gather*}
$$

By substituting the complex representations of both $f$ and $q$ from (25) into (24) produces a simplified form of the integral

$$
\begin{equation*}
\pm \theta+\beta=\frac{1}{2} \int_{0}^{\psi} \frac{\left(1+e^{2 i \psi}\right) d \psi}{\left(1-e^{2 i \psi / 3}+e^{4 i \psi / 3}\right)^{3 / 2}} . \tag{26}
\end{equation*}
$$

The symbolic computer program Mathematica® (Wolfram Research, Urbana, IL) was used to integrate (26) to yield

$$
\begin{gather*}
\theta+\beta=\frac{3}{4} i g(\psi), \quad \text { where } \\
g(\psi)=-2 \psi i / 3+\ln \left(2-e^{2 i \psi / 3}+2 \sqrt{1-e^{2 i \psi / 3}+e^{4 i \psi / 3}}\right) \\
+\sinh ^{-1}\left(\frac{1-2 e^{2 i \psi / 3}}{\sqrt{3}}\right)+\sinh ^{-1} 3^{-1 / 2}-\ln 3, \quad \text { and } \tag{27}
\end{gather*}
$$

$$
\psi=\sin ^{-1}\left(\frac{2 f_{s}}{a k}\right),
$$

where the ambiguous $\pm \operatorname{sign}$ in front of $\theta$ in (26) has been made positive in anticipation of the application to follow.

Equation (27) represents a singular solution $f_{s}$ of (10) in implicit form. ${ }^{1}$ The constant $\beta$ in (27) represents physically a rigid body motion. Although the notation of (27) contains imaginary numbers the result is actually real-valued.
From the general solution (20) and the singular solution (27) a statically admissible stress field representing the mode I plane stress problem for a perfectly plastic material will be found.

A solution will be sought having a uniaxial tensile state of stress along the crack faces of magnitude $2 k$, as indicated in Fig. 7. The boundary condition of zero traction ( $\sigma_{\theta}=0, \tau_{r \theta}=0$ ) is satisfied along the crack faces by choosing the negative sign indicated in (20) and adjusting the arbitrary constants to be

$$
\begin{equation*}
c=2 k, \quad \alpha=\pi / 2, \quad \rightarrow f_{O A B}=k \sin ^{2} \theta, \tag{28}
\end{equation*}
$$

where the subscript on $f$ indicates the sector over which this solution applies in Fig. 7.

[^9]

Fig. 7 Characteristics for plane stress mode I crack under the alternative von Mises yield condition (parabolically shaped)

Similarly, a biaxial state of tensile stress of magnitude $a k$ (point $M^{\prime}$ of Fig. 2) is desired ahead of the crack, where $a$ is defined in (3). The following choice of the constant $c$ in (20) generates this biaxial state of stress for region OCD of Fig. 7

$$
\begin{equation*}
c=2 a k \rightarrow f_{O C D}=a k / 2 . \tag{29}
\end{equation*}
$$

Now an attempt will be made to connect the two uniform states of stress in regions OAB and OCD with a fan defined by the singular solution (27). A requirement for equilibrium across boundaries OB and OC is that $f(\theta)$ and $f^{\prime}(\theta)$ be continuous, i.e., four boundary conditions.

First, $\theta_{O B}$ and $f_{O B}$ are found numerically from the two simultaneous equations generated by equating $p\left(f_{O B C}\right)$ from (23) to $f_{O A B}^{\prime}(\theta)$ determined from (28), together with $f_{O A B}(\theta)=f_{O B C}$. Next, the phase angle $\beta$ of the fan follows by substituting the now known values of $f_{O B}$ and $\theta_{O B}$ into (27). Following this, the angle $\theta_{O C}$ is determined from (27) by substituting the known value of $\beta$ together with the value of $f_{O C D}$ from (29). The results are summarized below

$$
\begin{equation*}
\theta_{O B}=57.2 \mathrm{deg}, \quad \beta=-20.5 \mathrm{deg}, \quad \theta_{O C}=155.5 \mathrm{deg} . \tag{30}
\end{equation*}
$$

It should be pointed out that the system is over determined and one now needs to check that the fourth boundary condition for equilibrium is also satisfied. The fourth boundary condition requires that the fan derivative $p$ of (23) be zero at $\theta_{O C}=155.5 \mathrm{deg}$ because $f_{O C D}$ is constant throughout its domain. This is verified by substituting the value of $f_{O C D}$ from (29) into (23).

The stress fields associated with functions $f_{O A B}, f_{O B C}$, and $f_{O C D}$ by (7)-(9) are plotted in Fig. 8. One notes that all stresses are continuous throughout the entire domain. In addition, there is no compressive region anywhere in the field.

To the best of the author's knowledge, the solutions of the fan stresses have not been previously solved for the alternative von Mises yield condition. However, the characteristics related to the


Fig. 8 Stress field for plane stress mode I crack under alternative von Mises yield condition (parabolically shaped)
fan have previously appeared in the literature [7,8], and as such their derivation will not be repeated here. The curved characteristics in the fan are of the form

$$
\begin{equation*}
r=r_{0} / \sin ^{3 / 2}\left(\frac{2 \gamma+\pi}{3}\right), \quad-\pi / 2 \leqslant \gamma \leqslant \pi \tag{31}
\end{equation*}
$$

where $r_{0}$ is constant along a characteristic and $\gamma$ is a varying parameter $(d \theta=d \gamma)$.
This family of characteristics asymptotically approaches line OC in Fig. $7(\gamma=\pi)$, as the stress field approaches the biaxial state $a k$, which is an elliptic point on the yield surface. Being related to hyperbolic equations, there is also a second family of characteristics in the fan, which are radial lines. At the interface OB both families of characteristics have smooth transitions as the stress fields are continuous. Thus the characteristics in the uniform stress region OAB make angles of 57.2 deg and 122.8 deg with the crack line OA, as determined from (30) and (31).

## Discussion

In the context of a perfectly plastic solid, a stress discontinuity represents physically the last remnant of an elastic region. Indeed, the stress discontinuity observed in the perfectly plastic limit of the plane stress mode I power law solution [1] can be eliminated under the conventional von Mises yield condition provided one generalizes the problem to include linear elastic sectors in addition to perfectly plastic sectors, as in [9]. Thus the formation of a stress discontinuity in the plastic region of a plane stress mode I crack problem under the von Mises yield condition depends on certain a priori assumptions about the neighboring regions.
References $[9,10]$ address the more general mixed mode crack problem, where the mode I problem is considered as a special case. In [9] the plane stress linear elastic/perfectly plastic mode I problem is examined both analytically and numerically using asymptotic methods and finite element analyses. For the analytical portion, a statically admissible solution was found which is independent of the radial distance from the crack tip. For validation of the analytical solution, a finite element analysis employing Prandtl-Reuss flow theory was employed. The analytical and numerical results of [9] agree very well with one another near the crack tip. No stress discontinuity was indicated in either analysis. In contrast, a numerically determined stress distribution only slightly different from the discontinuous stress field of [1] forms as a power law material approaches the perfectly plastic state under the von Mises yield condition [10]. A fully plastic state without a stress discontinuity and without elastic regions was found in [9] only for a pure mode II loading. The results of [9] also concur with those of an earlier elastic-plastic finite element analysis in [11] for the pure mode I problem. That study involved the development of independent finite element programs for both linear elastic/perfectly plastic materials and linear elastic/power law hardening materials employing flow theory under the von Mises yield condition.
The issue of completeness for the conventional plane stress von Mises yield condition in regard to the mode I crack problem was addressed in [12]. The alternative von Mises yield condition does not have the same limitation as the traditional von Mises in this regard. As such it admits the continuous stress field derived here for the mode I crack problem within a perfectly plastic analysis. The disadvantage of the using the alternative von Mises yield condition instead of the conventional is the significant increase in the degree of the governing ordinary or partial differential equation and hence the difficulty of solving it analytically.
The solution presented in this paper for a semi-infinite length crack is readily extended to the case of the finite length crack. One need only position a second crack tip at point A of Fig. 7, introduce a second characteristic fan centered at A, and a second biaxial stress region to the right. The stress field follows immediately from the semi-infinite crack solution using symmetry. Concerning this extension, a rigid elastic region would need to be introduced
at point B of Fig. 7, with the rigid elastic/perfectly plastic boundary following two different curved characteristics to the left and to the right. Lacking a stress discontinuity, a kinematically admissible velocity field is readily found for this particular stress field. A presentation of this velocity analysis will appear in a future publication. The author is unaware of the existence of a compatible velocity field for the stress field plotted in Fig. 6.

Whether or not a power-law type material can be developed for the alternative von Mises yield condition is an open question and seems worthy of consideration in the future. The solution presented here would serve as a comparison as a limiting case of a perfectly plastic material for a mode I crack problem.

It is curious to note that the stress field derived in this paper resembles the Prandtl and Hill stress fields for plane strain (see, e.g., [2]), more than the Hutchinson solution [1] for plane stress, in that the fan lies between two regions of uniform stress, rather than lying ahead of two uniform stress regions. This geometry change might have important implications regarding the strength of the strain singularity in steady-state crack propagation problems [13,14].

Concerning elastic-plastic problems, the solution presented here is consistent with a state of stress with indeterminate principal directions ( $\sigma_{x}=\sigma_{y}, \tau_{x y}=0$ ) found ahead of the mode I crack tip along the crack line as determined using Westergaard potentials (see, e.g., [2]) for linear elastic materials. For a steadily moving crack, an elliptic region of plastic stress was noted in front of the crack tip in [15].

## Appendix A

The technique used to solve the governing differential equation (10) for the alternative von Mises yield condition in this paper can also be used to solve analogous problems for the traditional von Mises yield condition and the Tresca yield condition in plane stress.

For the von Mises, the equivalent of (10) is

$$
\begin{equation*}
\frac{3}{4}\left\{\left[f^{\prime \prime}(\theta)\right]^{2}+4\left[f^{\prime}(\theta)\right]^{2}\right\}=3 k^{2}-\left[\frac{f^{\prime \prime}(\theta)+4 f(\theta)}{2}\right]^{2} \tag{A1}
\end{equation*}
$$

Note that the terms in the braces and brackets are exactly the same form as those appearing in (10). Hence the substitution of Q from (13) will also simplify (A1). The result of this substitution is another equation of the Clairaut type. A class of solutions related to uniform states of stress can be found from (A1) in much the same way as (20) was found for the alternative von Mises yield condition.

Concerning the singular solution of (A1), the relationship analogous to (22) is

$$
\begin{equation*}
q=3 f . \tag{A2}
\end{equation*}
$$

Using (A2) its singular solution follows as

$$
\begin{equation*}
f_{s}^{M}= \pm k \cos (\theta+\beta) \tag{A3}
\end{equation*}
$$

Solution (A3) generates the stress field of the fan OCD in Fig. 5.
For the Tresca yield condition, the ordinary differential equation for the parabolic region MN of the yield condition of Fig. 1 is

$$
\begin{equation*}
\sqrt{\left[f^{\prime \prime}(\theta)\right]^{2}+4\left[f^{\prime}(\theta)\right]^{2}}=4 k-\left[f^{\prime \prime}(\theta)+4 f(\theta)\right] . \tag{A4}
\end{equation*}
$$

Again the substitution of Q from (13) will reduce the equation to the Clairaut type, and a simple general solution related to uniform states of stress can be found. However, when a singular solution is attempted, the result analogous to (22) is independent of $q$, i.e.,

$$
\begin{equation*}
f_{\mathrm{s}}^{T}=k \tag{A5}
\end{equation*}
$$

No fan of slip lines is generated by $f_{\mathrm{s}}^{T}$. Instead a biaxial state of stress of magnitude $2 k$ is determined from (A5).

## Appendix B

Subsequent to submitting this manuscript for publication, a simple explicit form of the singular solution of (10) was obtained as

$$
\begin{equation*}
f_{s}(\theta)=\frac{a k}{4}\left[3-\sin ^{2} \frac{2}{3}(\theta+\beta)\right] \sin \frac{2}{3}(\theta+\beta) . \tag{B1}
\end{equation*}
$$
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#### Abstract

A semi-infinite crack grows at a constant subcritical speed along the interface of rigidly bonded, dissimilar transversely isotropic, coupled thermoelastic half-spaces. Shear and normal loads that move on the crack faces drive the process. A dynamic steady state of plane strain is considered. Robust asymptotic full-field solutions for the related problem of translating interface disturbances are first obtained. These lead to coupled singular integral equations for the crack problem that are solved analytically. Expressions for the crack opening components and discontinuity in temperature between crack faces, the traction and temperature change ahead of the crack, and debonding energy rate are presented. These show that the critical crack speed is the minimum of the two Rayleigh speeds and, if it exists, the Stoneley speed. The case of zinc bonded to a thermally inert rigid solid is examined, and calculations for interface temperature change and debonding energy rate given. Apart from any fracture criterion, these parameters show sensitivity to crack speed and to the extent which compressive crack face loading dominates shear loading. Indeed, interface temperature change may decrease in magnitude with crack speed when shear loading dominates. [DOI: 10.1115/1.1825435]


## 1 Introduction

The interface crack in equilibrium has been considered [1-3] for an isotropic bimaterial and asymptotic dynamic [4] and transient [5] studies also exist. The equilibrium interface crack in an anisotropic bimaterial [6-8], and the dynamic case for an orthotropic or transversely isotropic bimaterial $[9,10]$ have been considered. These treatments are isothermal, and so this article presents a study of interface crack extension in a bimaterial consisting of rigidly bonded, transversely isotropic, coupled thermoelastic half-spaces. A dynamic steady state of plane strain is assumed, in which a semi-infinite interface crack grows at a constant rate under the action of translating crack face loads.

In part I, general results for a disturbance moving on a transversely isotropic, coupled thermoelastic half-space are given. These are used to obtain full-field solution expressions for translation of a strip of displacement and temperature discontinuity along the interface of rigidly-bonded dissimilar half-spaces. The translation speed is constant and subcritical, and a dynamic steady state of plane strain is examined. The findings of part I then form the basis for Part II-analysis of interface crack extension.
1.1 Basic Equations in the Half-Space. Consider a halfspace at rest at a uniform (absolute) temperature $T_{0}$. It is transversely isotropic, with Cartesian coordinates ( $x, y, z$ ) defining the plane ( $x z$ ) and axis $(y)$ of material symmetry. The half-space surface is taken to be $y=0$, and the half-space itself can be either $y>0$ or $y<0$. If a boundary disturbance induces a state of plane strain with respect to $(x, y)$, then, from results for anisotropic elasticity $[11-15]$ and coupled thermoelasticity [16,17], the relevant field variables are the $(x, y)$-components of displacement $\left(u_{x}, u_{y}\right)$, change in absolute temperature $\theta$, and tractions $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}, \sigma_{x y}\right)$. The relevant material properties are elastic con-

[^10]stants $\left(c_{11}, c_{12}, c_{13}, c_{22}, c_{44}\right)$, mass density $\rho$, specific heat (at constant strain) $c_{v}$, thermal expansion coefficients ( $\alpha_{x}, \alpha_{y}$ ), and thermal conductivity parameters ( $K_{x}, K_{y}$ ). These obey constraints [13,16]
\[

$$
\begin{align*}
& c_{11}>\left|c_{13}\right|, \quad\left(c_{11}+c_{13}\right) c_{22}>2 c_{12}^{2}, \quad c_{44}>0  \tag{1a}\\
& \left(K_{x}, K_{y}\right)>0, \quad\left(\alpha_{x}, \alpha_{y}\right)>0, \quad \rho>0, \quad c_{v}>0 \tag{1b}
\end{align*}
$$
\]

The plane strain disturbance on the surface is confined to a region of fixed dimensions that translates in the positive $x$-direction with constant subcritical speed $v$. A dynamic steady state ensues, so that it is convenient to translate the Cartesian system with the region. The independent variables are then $(x, y)$, and time differentiation in the inertial frame can be written as $-v()_{, x}$; the operation (),s denotes $s$-differentiation.

It is convenient to introduce the Lame' shear modulus symbol, rotational wave speed, thermoelastic characteristic length and average conductivity

$$
\begin{equation*}
\mu=c_{44}, \quad v_{r}=\sqrt{\frac{\mu}{\rho}}, \quad h=\frac{K_{x}+K_{y}}{2 \rho c_{v} v_{r}}, \quad \tilde{\alpha}=\frac{1}{3}\left(2 \alpha_{x}+\alpha_{y}\right) \tag{2}
\end{equation*}
$$

nondimensionalized disturbance speed

$$
\begin{equation*}
c=\frac{v}{v_{r}} \tag{3}
\end{equation*}
$$

and, after [13], dimensionless constants

$$
\begin{gather*}
a=\frac{c_{22}}{c_{44}}, \quad b=\frac{c_{11}}{c_{44}}, \quad m=1+\frac{c_{12}}{c_{44}}, \\
m_{3}=1+\frac{c_{13}}{c_{44}}, \quad \gamma=1+a b-m^{2} \tag{4}
\end{gather*}
$$

Dimensionless constants

$$
\begin{gather*}
\varepsilon=\frac{T_{0}}{c_{v}}\left(\widetilde{\alpha} v_{r}\right)^{2}, \quad C_{s}=\frac{2 K_{s}}{K_{x}+K_{y}}  \tag{5a}\\
\Gamma_{x}=\left(b+m_{3}-1\right) \frac{\alpha_{x}}{\widetilde{\alpha}}+(m-1) \frac{\alpha_{y}}{\widetilde{\alpha}}, \quad \Gamma_{y}=2(m-1) \frac{\alpha_{x}}{\widetilde{\alpha}}+a \frac{\alpha_{y}}{\widetilde{\alpha}} \tag{5b}
\end{gather*}
$$

are also introduced. From [11-17] the governing equations in the absence of body forces can then be written as

$$
\begin{gather*}
\left(b-c^{2}\right) u_{x, x x}+u_{x, y y}+m u_{y, x y}-\tilde{\alpha} \Gamma_{x} \theta_{, x}=0  \tag{6a}\\
m u_{x, x y}+\left(1-c^{2}\right) u_{y, x x}+a u_{y, y y}-\tilde{\alpha} \Gamma_{y} \theta_{, y}=0  \tag{6b}\\
h\left(C_{x} \theta_{, x x}+C_{y} \theta_{, y y}\right)+c\left[\theta+\frac{\varepsilon}{\tilde{\alpha}}\left(\Gamma_{x} u_{x, x}+\Gamma_{y} u_{y, y}\right)\right]_{, x}=0 \tag{6c}
\end{gather*}
$$

Similarly, the constitutive relations take the form

$$
\left[\begin{array}{c}
\sigma_{x}  \tag{7}\\
\sigma_{y} \\
\sigma_{z} \\
\sigma_{x y}
\end{array}\right]=\mu\left[\begin{array}{cccc}
b & m-1 & \Gamma_{x} & 0 \\
m-1 & a & \Gamma_{y} & 0 \\
m_{3}-1 & m-1 & \Gamma_{x} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
u_{x, x} \\
u_{y, y} \\
-\tilde{\alpha} \theta \\
u_{x, y}+u_{y, x}
\end{array}\right]
$$

1.2 Transform Solution in Half-Space. A bilateral Laplace transform and inverse can be defined as [18]

$$
\begin{equation*}
\hat{f}=\int_{-\infty}^{\infty} f(x) e^{-p x} d x, \quad f(x)=\frac{1}{2 \pi i} \int \hat{f} e^{p x} d p \tag{8}
\end{equation*}
$$

Transform variable $p$ is imaginary in the first (transform) integral, and the second (inversion) integration is taken over a Bromwich contour in the $p$-plane. Application of the transform integral to (6) in view of (7) and the requirement that ( $\left.u_{x}, u_{y}, \theta\right)$ be bounded as $\sqrt{x^{2}+y^{2}} \rightarrow \infty$ gives the general transforms

$$
\begin{gather*}
p \hat{u}_{x}=\tilde{\alpha} \sum\left(\Gamma_{x} B^{2}+k_{y} q_{i}^{2}\right) \psi_{i} e^{-p q_{i}|y|}  \tag{9a}\\
p \hat{u}_{y}=-\tilde{\alpha} \operatorname{sgn}(y) \sum\left(k_{x}+\Gamma_{y} q_{i}^{2}\right) q_{i} \psi_{i} e^{-p q_{i}|y|}  \tag{9b}\\
\hat{\theta}=a \sum T\left(q_{i}\right) \psi_{i} e^{-p q_{i}|y|} \tag{9c}
\end{gather*}
$$

for $y \neq 0$. Summation is over index $i=(1,2,3)$ and the $\psi_{i}$ are coefficients to be determined by imposing conditions consistent with the surface disturbance. The dimensionless term

$$
\begin{equation*}
T(q)=q^{4}+\left(\Delta_{0}+A_{0}^{2}+B^{2}\right) q^{2}+A_{0}^{2} B^{2} \tag{10}
\end{equation*}
$$

and dimensionless parameters

$$
\begin{gather*}
\sqrt{a} A_{0}=\sqrt{b-c^{2}}, \quad B=\sqrt{1-c^{2}}  \tag{11a}\\
k_{x}=\left(b-c^{2}\right) \Gamma_{y}-m \Gamma_{x}, \quad k_{y}=a \Gamma_{x}-m \Gamma_{y}  \tag{11b}\\
a \Delta_{0}=(a-1)(b-1)-m^{2} \tag{11c}
\end{gather*}
$$

The anisotropy coefficient $\Delta_{0}=0$ in the isotropic limit. Dimensionless quantities $q_{i}^{2}$ are the three roots of

$$
\begin{equation*}
\left(C_{x}+C_{y} q^{2}+\frac{c}{h p}\right) T(q)+\frac{c \varepsilon}{a h p}\left[\Gamma_{x}^{2} B^{2}+\left(k_{x} \Gamma_{y}+k_{y} \Gamma_{x}\right) q^{2}+\Gamma_{y}^{2} q^{4}\right] \tag{12}
\end{equation*}
$$

Equation (12) and the cubic root formula [19] imply that the form of $q_{i}$ may require inversion of (9) by numerical quadrature. Therefore, robust asymptotic expansions of the roots of (12), (9) and corresponding stress transforms are used. Specifically, a transform valid for $|h p| \ll 1$ has an inverse valid for $|x / h| \gg 1$. Isotropic calculations [17] show that $h \approx O\left(10^{-8}\right) \mathrm{m}$. Expansions can then be made for small $|p|$ and only lowest-order terms kept. The roots of (12) become

$$
\begin{equation*}
\left(q_{1}, q_{2}\right)=\frac{\sqrt{-p}}{\sqrt{p}}\left(A^{\prime}, B^{\prime}\right), \quad q_{3}=\frac{1}{p} \sqrt{\frac{-p}{h^{\prime}}} \tag{13}
\end{equation*}
$$

Length $h^{\prime}$ and dimensionless terms $\left(A^{\prime}, B^{\prime}\right)$ are defined by (2)(5) and

$$
\begin{gather*}
h^{\prime}=\frac{a C_{y}}{a_{\varepsilon} c} h, \quad A^{\prime}=\Omega+\omega, \quad B^{\prime}=\Omega-\omega  \tag{14a}\\
2(\Omega, \omega)=\sqrt{\Delta_{\varepsilon}+\left(A_{\varepsilon} \pm B\right)^{2}}, \quad A^{\prime} B^{\prime}=A_{\varepsilon} B  \tag{14b}\\
\sqrt{a_{\varepsilon}} A_{\varepsilon}=\sqrt{b_{\varepsilon}-c^{2}}, \quad a_{\varepsilon} \Delta_{\varepsilon}=\left(a_{\varepsilon}-1\right)\left(b_{\varepsilon}-1\right)-m_{\varepsilon}^{2} \tag{14c}
\end{gather*}
$$

These expressions feature

$$
\begin{gather*}
a_{\varepsilon}=a+\varepsilon_{x}, \quad b_{\varepsilon}=b+\varepsilon_{y}, \quad m_{\varepsilon}=m+\sqrt{\varepsilon_{x} \varepsilon_{y}}  \tag{15a}\\
m_{3 \varepsilon}=m_{3}+\varepsilon_{y}, \quad \gamma_{\varepsilon}=1+a_{\varepsilon} b_{\varepsilon}-m_{\varepsilon}^{2}  \tag{15b}\\
\varepsilon_{s}=\varepsilon \Gamma_{s}^{2} \tag{15c}
\end{gather*}
$$

The ( $\varepsilon_{x}, \varepsilon_{y}$ ) are thermoelastic coupling constants [17] for transverse isotropy. Like its isothermal counterpart in (11c), anisotropy coefficient $\Delta_{\varepsilon}=0$ in the isotropic limit, as does the anisotropy factor $\Delta$ defined by (11b) and

$$
\begin{gather*}
\Delta=\Gamma_{x} \Gamma_{y} B^{2}-k_{x} k_{y}, \quad c^{2} \Delta=N_{x} N_{y} B^{2}-M_{x} M_{y}  \tag{16a}\\
M_{s}=k_{s}+\Gamma_{s} B^{2}, \quad N_{s}=k_{s}+\Gamma_{s} \tag{16b}
\end{gather*}
$$

It can also be shown that ( $\Delta, k_{s}, M_{s}, N_{s}$ ) are invariant under the isothermal-thermoelastic transformation $(a, b, m) \rightarrow\left(a_{\varepsilon}, b_{\varepsilon}, m_{\varepsilon}\right)$.
1.3 Bounded Solutions: Material Characterization Study of (11a) and (14) shows that $c= \pm\left(1, \sqrt{b}, \sqrt{b_{\varepsilon}}\right)$ are branch points of ( $B, B^{\prime}$ ), $A_{0}$ and $\left(A_{\varepsilon}, A^{\prime}\right)$, respectively, in the $c$-plane. In light of (2)-(5) $\left(v_{r}, \sqrt{b} v_{r}, \sqrt{b_{\varepsilon}} v_{r}\right)$ are the rotational, isothermal dilatational, and thermoelastic dilatational wave speeds in the material symmetry plane. Because [13] $b_{\varepsilon}>b>1$, terms $\left(A_{0}, A_{\varepsilon}, B\right)$ are purely real for all subsonic $\left(0<v<v_{r}\right)$ disturbance speeds. Terms ( $A^{\prime}, B^{\prime}$ ) share the branch cuts of $\left(A_{\varepsilon}, B\right)$, respectively, but, through their components $(\Omega, \omega)$, exhibit others as well. Modification [20] of a system for isothermal transverse isotropy [13] gives

$$
\begin{gathered}
\text { Category 1: } 2 \sqrt{a_{\varepsilon} b_{\varepsilon}} \leqslant \gamma_{\varepsilon} \leqslant 1+a_{\varepsilon} b_{\varepsilon} \quad\left(1<b_{\varepsilon}<a_{\varepsilon}\right) \\
a_{\varepsilon}+b_{\varepsilon} \leqslant \gamma_{\varepsilon} \leqslant 1+a_{\varepsilon} b_{\varepsilon} \quad\left(1<a_{\varepsilon}<b_{\varepsilon}\right) \\
2 a_{\varepsilon} \leqslant \gamma_{\varepsilon} \leqslant 1+a_{\varepsilon}^{2} \quad\left(1<b_{\varepsilon}=a_{\varepsilon}\right)
\end{gathered}
$$

Category 2: $\quad 1+b_{\varepsilon}<\gamma_{\varepsilon}<a_{\varepsilon}+b_{\varepsilon}, \quad \gamma_{\varepsilon}^{2}-4 a_{\varepsilon} b_{\varepsilon}<0$

$$
\text { Category 3: } \quad \gamma_{\varepsilon}<1+b_{\varepsilon}, \quad \gamma_{\varepsilon}^{2}-4 a_{\varepsilon} b_{\varepsilon}<0
$$

In the $c$-plane, $\Omega$ and $\omega$ exhibit, respectively, for category 3 the branch points

$$
\begin{align*}
& c= \pm c_{0}, \quad c_{0}=\sqrt{1-\left(\frac{a_{\varepsilon} \sqrt{-\Delta_{\varepsilon}}-m_{\varepsilon}}{a_{\varepsilon}-1}\right)^{2}}  \tag{17a}\\
& c= \pm i \bar{c}_{0}, \quad \bar{c}_{0}=\sqrt{\left(\frac{a_{\varepsilon} \sqrt{-\Delta_{\varepsilon}}+m_{\varepsilon}}{a_{\varepsilon}-1}\right)^{2}-1} \tag{17b}
\end{align*}
$$

Term $\omega$ exhibits branch points

$$
\begin{equation*}
c= \pm c_{c}, \quad c_{c}=\sqrt{\left[\frac{m_{\varepsilon}( \pm) i a_{\varepsilon} \sqrt{\Delta_{\varepsilon}}}{a_{\varepsilon}-1}\right]^{2}-1} \tag{18}
\end{equation*}
$$

for category 1 , and (17b) for category 2 . These points collapse to the origin and $\left(A^{\prime}, B^{\prime}\right) \rightarrow\left(A_{\varepsilon}, B\right)$ in the isotropic limit $\left(\Delta_{\varepsilon}=0\right)$. The nonreal branch points (17b) and (18) do not arise for positive real disturbance speeds. Thus, for category 1 and $2\left(A^{\prime}, B^{\prime}, \Omega\right)$ are given by (14) and are positive-real for $0<|c|<1$ on the $\operatorname{Re}(c)$-axis for subsonic $v$. However $0<c_{0}<1$ in (17a), so that $\left(A^{\prime}, B^{\prime}, \Omega\right)$ for category 3 are all positive-real only for $c_{0}<|c|$ $<1$, i.e., $v$ is in the subsonic range $c_{0} v_{r}<v<v_{r}$. For $v$ in the range $0<v<c_{0} v_{r}, \Omega$ remains positive-real for $0<|c|<c_{0}$, but (14a) is replaced by

$$
\begin{equation*}
A^{\prime}=\Omega \mp i \bar{\omega}, \quad B^{\prime}=\Omega \pm i \bar{\omega}, \quad \bar{\omega}=\sqrt{-\Delta_{\varepsilon}-\left(A_{\varepsilon}-B\right)^{2}} \tag{19}
\end{equation*}
$$

for $\operatorname{Im}(c)=0 \pm, 0<|c|<c_{0}$. In light of all this and the fact that $\Omega>(\omega, \bar{\omega}) \geqslant 0$, Eq. (9) is bounded as $|y| \rightarrow \infty$ for all subsonic $v$ when $\operatorname{Re}(\sqrt{ \pm} p) \geqslant 0$ in the $p$-plane with, respectively, branch cuts $\operatorname{Im}(p)=0, \operatorname{Re}(p)<0$ and $\operatorname{Im}(p)=0, \operatorname{Re}(p)>0$.
1.4 Translating Interface Strip of Discontinuity. Now consider two such half-spaces of dissimilar properties, rigidly bonded along interface $y=0$. This bimaterial is at rest at a common uniform (absolute) temperature $T_{0}$ when an interface strip of discontinuity in displacement and temperature appears and translates in the positive $x$-direction with a constant subcritical speed $v$. The strip is of infinite extent in the $z$-direction, but of fixed width, and the discontinuities vary only with location across the width. The situation is one of plane strain, and we assume that a dynamic steady state is achieved.

Therefore, the basic equations presented above hold for each half-space, with only $T_{0}$ being the same in each set. In particular, (6) and (7) govern, and ( $u_{x}, u_{y}, \theta$ ) are bounded for $\sqrt{x^{2}+y^{2}}$ $\rightarrow \infty$. Now, however, interface conditions

$$
\begin{gather*}
u_{x 1}-u_{x 2}=U_{x}(x), \quad u_{y 1}-u_{y 2}=U_{y}(x) ; \quad \theta_{1}-\theta_{2}=\Theta(x)  \tag{20a}\\
\sigma_{x y 1}-\sigma_{x y 2}=\sigma_{y 1}-\sigma_{y 2}=\theta_{1, y}-\theta_{2, y}=0 \tag{20b}
\end{gather*}
$$

hold for $y=0$. Subscripts $(1,2)$ signify, respectively, half-space $(y>0, y<0)$, and discontinuity functions ( $\left.U_{x}, U_{y}, \Theta\right) \equiv 0, x \notin L$, where $L$ denotes the strip region. The functions are continuous except perhaps at isolated locations for $x \in L ;\left(U_{x}, U_{y}\right)$ in particular vanish continuously at the strip edges.

Transforms (9) are also valid for each half-space. The two coefficient sets $\left(\psi_{i 1}, \psi_{i 2}\right)$ are obtained by substitution of (9) and their traction counterparts for each half-space into the transform of (20). Use of asymptotic results (13)-(16) gives, for example, the coefficients for half-space $1(y>0)$ as

$$
\begin{align*}
\psi_{11}= & \frac{1}{S}\left[\frac{a_{\varepsilon}}{B \Delta\left(A^{\prime}-B^{\prime}\right)}\right]_{1}\left(-X_{B} p \hat{U}_{x}+Y_{B} \frac{\sqrt{-p}}{\sqrt{p}} p \hat{U}_{y}\right)  \tag{21a}\\
\psi_{21} & =\frac{1}{S}\left[\frac{a_{\varepsilon}}{B \Delta\left(A^{\prime}-B^{\prime}\right)}\right]_{1}\left(X_{A} p \hat{U}_{x}+Y_{A} \frac{\sqrt{-p}}{\sqrt{p}} p \hat{U}_{y}\right)  \tag{21b}\\
\psi_{31}= & \frac{p^{2} \hat{U}_{x}}{\sqrt{h_{1}^{\prime}}+\sqrt{h_{2}^{\prime}}} \frac{h_{1}^{\prime 3 / 2}}{a_{1}} \frac{1}{S}\left[\left(\frac{\varepsilon}{\tilde{\alpha}}\right)_{2} \tilde{\alpha}_{1} X_{12}+\varepsilon_{1} X_{21}\right] \\
& +\frac{p^{2} \hat{U}_{y}}{\sqrt{h_{1}^{\prime}}+\sqrt{h_{2}^{\prime}}} \frac{h_{1}^{\prime 3 / 2}}{a_{1}} \frac{2}{S} \frac{\sqrt{-p}}{\sqrt{p}}\left[\left(\frac{\varepsilon}{\tilde{\alpha}}\right)_{2} \widetilde{\alpha}_{1} Y_{12}-\varepsilon_{1} Y_{21}\right] \\
& +\frac{p \hat{\Theta}}{\sqrt{h_{1}^{\prime}}+\sqrt{h_{2}^{\prime}}} \frac{h_{1}^{\prime 3 / 2} \tilde{\alpha}}{a_{1}} \tag{21c}
\end{align*}
$$

In (21) the dimensionless terms

$$
\begin{gather*}
X_{s}=\frac{\mu_{2}}{\mu_{1}} R_{2} V_{1 s}+2\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{2} \Sigma_{1 s}+N_{2} T_{1 s}  \tag{22a}\\
Y_{s}=\frac{\mu_{2}}{\mu_{1}} R_{2} U_{1 s}+2\left(a_{\varepsilon} B \Omega\right)_{2} T_{1 s}+N_{2} \Sigma_{1 s}  \tag{22b}\\
X_{i k}=\frac{\mu_{i}}{\mu_{k}} R_{i} K_{k}+4\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{i}\left(B \Omega N_{y}\right)_{k}+N_{i} P_{k}  \tag{22c}\\
Y_{i k}=\frac{\mu_{i}}{\mu_{k}} R_{i}\left(B \Gamma_{y} \Omega\right)_{k}+\left(a_{\varepsilon} B \Omega\right)_{i} P_{k}+N_{i}\left(B N_{y} \Omega\right)_{k}  \tag{22d}\\
S=\frac{\mu_{1}}{\mu_{2}} R_{1} M_{2}+\frac{\mu_{2}}{\mu_{1}} R_{2} M_{1}+2 N_{1} N_{2}+4\left(a_{\varepsilon} \Omega\right)_{1}\left(a_{\varepsilon} \Omega\right)_{2}\left(A_{\varepsilon 1} B_{2}\right. \\
\left.+A_{\varepsilon 2} B_{1}\right) \tag{22e}
\end{gather*}
$$

Additional subscripts $(1,2)$ are understood for dimensionless quantities

$$
\begin{gather*}
U_{(A, B)}=\Gamma_{x} B^{2}-k_{y}\left(A^{\prime}, B^{\prime}\right)^{2}, \\
V_{(A, B)}=\left(A^{\prime}, B^{\prime}\right)\left[k_{x}-\Gamma_{y}\left(A^{\prime}, B^{\prime}\right)^{2}\right]  \tag{23a}\\
\Sigma_{(A, B)}=N_{x} B^{2}-M_{y}\left(A^{\prime}, B^{\prime}\right)^{2}, \\
T_{(A, B)}=\left(A^{\prime}, B^{\prime}\right)\left[M_{x}-N_{y}\left(A^{\prime}, B^{\prime}\right)^{2}\right] \tag{23b}
\end{gather*}
$$

that exhibit $\left(A^{\prime}, B^{\prime}\right)$, and dimensionless terms

$$
\begin{gather*}
K=k_{y} A_{\varepsilon}+\Gamma_{x} B, \quad P=M_{y} A_{\varepsilon}+N_{x} B  \tag{24a}\\
M=a_{\varepsilon} A_{\varepsilon}+B, \quad N=a_{\varepsilon} A_{\varepsilon}+\left(1-m_{\varepsilon}\right) B  \tag{24b}\\
R=-a_{\varepsilon} c^{2} A_{\varepsilon}+\left[a_{\varepsilon}^{2} A_{\varepsilon}^{2}-\left(m_{\varepsilon}-1\right)^{2}\right] B \tag{24c}
\end{gather*}
$$

that exhibit $\left(A_{\varepsilon}, B\right)$. Terms $R$ and $S$ are factored forms of Rayleigh and Stoneley functions associated with the common plane $(x z)$ of material symmetry. Their forms are actually simpler than isothermal isotropic results often used [21,22]. The factorizations minimize dependence on the anisotropy factor $\Delta$ and (asymptotic) cubic roots $\left(A^{\prime}, B^{\prime}\right)$. In particular, (9) and (21) show that these terms appear only in expressions for the corresponding half-space, i.e., the category of one half-space has limited effect on transform solutions for the other. Moreover, even for category 3 case (19), the real-valued nature of strip speed dependence in transform solutions is maintained because contributions corresponding to $\left(\psi_{1}, \psi_{2}\right)$ for the given half-space are complex conjugates with respect to $c$ for that half-space. It can be shown that

$$
\begin{equation*}
R=a_{\varepsilon} b_{\varepsilon}-\left(m_{\varepsilon}-1\right)^{2}>0, R=-\sqrt{a_{\varepsilon}\left(b_{\varepsilon}-1\right)}<0, R=0 \tag{25}
\end{equation*}
$$

for $v=\left(0, \pm v_{r}, \pm c_{R} v_{r}\right)$, respectively, where $0<c_{R}<1$. In light of (2), then, $v_{R}=c_{R} v_{r}$ is the thermoelastic Rayleigh speed in the material symmetry plane. Similarly,

$$
\begin{align*}
S= & \sqrt{a_{\varepsilon 1} \Delta_{\varepsilon 1}+\left(\sqrt{a_{\varepsilon 1}}+\sqrt{b_{\varepsilon 1}}\right)^{2}} \sqrt{a_{\varepsilon 2} \Delta_{\varepsilon 2}+\left(\sqrt{a_{\varepsilon 2}}+\sqrt{b_{\varepsilon 2}}\right)^{2}} \\
& \times\left(\sqrt{a_{\varepsilon 1} b_{\varepsilon 2}}+\sqrt{a_{\varepsilon 2} b_{\varepsilon 1}}\right)+\left(\sqrt{a_{\varepsilon} b_{\varepsilon}}+m_{\varepsilon}-1\right)_{1} \\
& \times\left[\frac{\mu_{1}}{\mu_{2}}\left(\sqrt{a_{\varepsilon} b_{\varepsilon}}+1-m_{\varepsilon}\right)_{1} \sqrt{a_{\varepsilon 2} b_{\varepsilon 2}}+\left(\sqrt{a_{\varepsilon} b_{\varepsilon}}+1-m_{\varepsilon}\right)_{2}\right] \\
& +\left(\sqrt{a_{\varepsilon} b_{\varepsilon}}+m_{\varepsilon}-1\right)_{2}\left[\frac{\mu_{2}}{\mu_{1}}\left(\sqrt{a_{\varepsilon} b_{\varepsilon}}+1-m_{\varepsilon}\right)_{2} \sqrt{a_{\varepsilon 1} b_{\varepsilon 1}}\right. \\
& \left.+\left(\sqrt{a_{\varepsilon} b_{\varepsilon}}+1-m_{\varepsilon}\right)_{1}\right]  \tag{26a}\\
& S=\sqrt{a_{\varepsilon 1}\left(b_{\varepsilon 1}-1\right)}\left(\frac{\mu_{2}}{\mu_{1}} R_{2}-\frac{\mu_{1}}{\mu_{2}} M_{2}+2 N_{2}\right) \\
& +2\left(a_{\varepsilon} B \Omega\right)_{2} \sqrt{b_{\varepsilon 1}-1} \sqrt{a_{\varepsilon 1} \Delta_{\varepsilon 1}+b_{\varepsilon 1}-1} \tag{26b}
\end{align*}
$$

for $v=0$ and $v=v_{r 1}<v_{r 2}$, respectively. The corresponding result for $v=v_{r 2}<v_{r 1}$ follows from (26b) upon interchange of subscripts $(1,2)$. It can be shown that ( $26 a$ ) is non-negative, but ( $26 b$ ) and its counterpart are either both positive, or of different sign. In the latter instance, a thermoelastic Stoneley speed $v_{S}$ exists, where $0<v_{S}<\min \left(v_{r 1}, v_{r 2}\right)$.
1.5 Full-Field Expressions. In light of (9) and (21) the imaginary $p$-axis can serve as the Bromwich contour in the inversion integral of (8). Indeed, integration can be performed with a standard table [23]. As illustration, consider the displacement components $\left(u_{x 1}, u_{y 1}\right)$ in half-space $y>0$. For all subsonic, i.e., $0<v<\min \left(v_{r 1}, v_{r 2}\right)$, speeds for category 1 and 2 and for the subsonic range $\left(c_{0} v_{r}\right)_{1}<v<\min \left(v_{r 1}, v_{r 2}\right)$ for category 3 ,

$$
\begin{align*}
u_{x 1}= & \frac{1}{2 \pi S}\left(U_{\Omega 1}+\frac{U_{\tau 1}}{\omega_{1}}\right) \int_{L} \frac{A_{1}^{\prime} y U_{x}(t)}{\tau^{2}+A_{1}^{\prime 2} y^{2}} d t+\frac{1}{\pi S}\left(U_{\tau 1}^{\prime}\right. \\
& \left.+\frac{U_{\Omega 1}^{\prime}}{2 \omega_{1}}\right) \int_{L} \frac{\tau U_{y}(t)}{\tau^{2}+A_{1}^{\prime 2} y^{2}} d t+\frac{1}{2 \pi S}\left(U_{\Omega 1}\right. \\
& \left.-\frac{U_{\tau 1}}{\omega_{1}}\right) \int_{L} \frac{B_{1}^{\prime} y U_{x}(t)}{\tau^{2}+B_{1}^{\prime 2} y^{2}} d t+\frac{1}{\pi S}\left(U_{\tau 1}^{\prime}\right. \\
& \left.-\frac{U_{\Omega}^{\prime}}{2 \omega_{1}}\right) \int_{L} \frac{\tau U_{y}(t)}{\tau^{2}+B_{1}^{\prime 2} y^{2}} d t  \tag{27a}\\
u_{y 1}= & \frac{1}{\pi S}\left(\frac{V_{\tau 1}^{\prime}}{2 \omega_{1}}-V_{\Omega 1}^{\prime}\right) \int_{L} \frac{\tau U_{x}(t)}{\tau^{2}+A_{1}^{\prime 2} y^{2}} d t+\frac{1}{2 \pi S}\left(V_{\Omega 1}\right. \\
& \left.-\frac{V_{\tau 1}}{\omega_{1}}\right) \int_{L} \frac{A_{1}^{\prime} y U_{y}(t)}{\tau^{2}+A_{1}^{\prime 2} y^{2}} d t-\frac{1}{\pi S}\left(\frac{V_{\tau 1}^{\prime}}{2 \omega_{1}}\right. \\
& \left.+V_{\Omega 1}^{\prime}\right) \int_{L} \frac{\tau U_{x}(t)}{\tau^{2}+B_{1}^{\prime 2} y^{2}} d t+\frac{1}{2 \pi S}\left(V_{\Omega 1}\right. \\
& \left.+\frac{V_{\tau 1}}{\omega_{1}}\right) \int_{L} \frac{B_{1}^{\prime} y U_{y}(t)}{\tau^{2}+B_{1}^{\prime 2} y^{2}} d t \tag{27b}
\end{align*}
$$

Here $L$ signifies integration over the strip width and

$$
\begin{equation*}
\tau=t-x \tag{28}
\end{equation*}
$$

In the speed range $0<v<\left(c_{0} v_{r}\right)_{1}$ for category 3 , however,

$$
\begin{align*}
u_{x 1}= & \frac{-U_{\tau 1}}{2 \pi S \bar{\omega}_{1}} \int_{L}\left(\frac{\tau_{1+}}{\tau_{1+}^{2}+\Omega_{1}^{2} y^{2}}-\frac{\tau_{1-}}{\tau_{1-}^{2}+\Omega_{1}^{2} y^{2}}\right) U_{x}(t) d t \\
& +\frac{U_{\Omega 1}}{2 \pi S} \int_{L}\left(\frac{\Omega_{1} y}{\tau_{1+}^{2}+\Omega_{1}^{2} y^{2}}+\frac{\Omega_{1} y}{\tau_{1-}^{2}+\Omega_{1}^{2} y^{2}}\right) U_{x}(t) d t \\
& +\frac{U_{\Omega 1}^{\prime}}{2 \pi S \bar{\omega}_{1}} \int_{L}\left(\frac{\Omega_{1} y}{\tau_{1+}^{2}+\Omega_{1}^{2} y^{2}}-\frac{\Omega_{1} y}{\tau_{1-}^{2}+\Omega_{1}^{2} y^{2}}\right) U_{y}(t) d t \\
& +\frac{U_{\tau 1}^{\prime}}{\pi S} \int_{L}\left(\frac{\tau_{1+}}{\tau_{1+}^{2}+\Omega_{1}^{2} y^{2}}+\frac{\tau_{1-}}{\tau_{1-}^{2}+\Omega_{1}^{2} y^{2}}\right) U_{y}(t) d t  \tag{29a}\\
u_{y 1}= & \frac{V_{\Omega 1}^{\prime}}{2 \pi S \bar{\omega}_{1}} \int_{L}\left(\frac{\Omega_{1} y}{\tau_{1+}^{2}+\Omega_{1}^{2} y^{2}}-\frac{\Omega_{1} y}{\tau_{1-}^{2}+\Omega_{1}^{2} y^{2}}\right) U_{x}(t) d t \\
& -\frac{V_{\tau 1}^{\prime}}{\pi S} \int_{L}\left(\frac{\tau_{1+}}{\tau_{1+}^{2}+\Omega_{1}^{2} y^{2}}+\frac{\tau_{1-}}{\tau_{1-}^{2}+\Omega_{1}^{2} y^{2}}\right) U_{x}(t) d t \\
& +\frac{V_{\tau 1}}{2 \pi S \bar{\omega}_{1}} \int_{L}\left(\frac{\tau_{1+}}{\tau_{1+}^{2}+\Omega_{1}^{2} y^{2}}-\frac{\tau_{1-}}{\tau_{1-}^{2}+\Omega_{1}^{2} y^{2}}\right) U_{y}(t) d t \\
& +\frac{V_{\Omega 1}}{2 \pi S} \int_{L}\left(\frac{\Omega_{1 y} y}{\tau_{1+}^{2}+\Omega_{1}^{2} y^{2}}+\frac{\Omega_{1} y}{\tau_{1-}^{2}+\Omega_{1}^{2} y^{2}}\right) U_{y}(t) d t \tag{29b}
\end{align*}
$$

In both (29a), (29b),

$$
\begin{equation*}
\tau_{1 \pm}=t-x \mp \bar{\omega}_{1} y \tag{30}
\end{equation*}
$$

In (27a) and (29a) dimensionless quantities

$$
\begin{align*}
U_{\tau 1}= & \Omega_{1} M_{1}^{\prime} \frac{\mu_{2}}{\mu_{1}} R_{2}+\Omega_{1} N_{1}^{\prime} N_{2}+B_{1}\left[a_{\varepsilon}^{2} A_{\varepsilon}^{2}+c^{2}-\left(m_{\varepsilon}\right.\right. \\
& \left.-1)^{2}\right]_{1}\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{2} \tag{31a}
\end{align*}
$$

$$
\begin{gather*}
U_{\Omega 1}=4\left(a_{\varepsilon} B \Omega\right)_{1}\left(a_{\varepsilon} A{ }_{\varepsilon} \Omega\right)_{2}+N_{1} N_{2}+M_{1} \frac{\mu_{2}}{\mu_{1}} R_{2}  \tag{31b}\\
U_{\tau 1}^{\prime}=\left(a_{\varepsilon} B \Omega\right)_{1} N_{2}+N_{1}\left(a_{\varepsilon} B \Omega\right)_{2}  \tag{31c}\\
U_{\Omega_{1}}^{\prime}=2 \Omega_{1} N_{1}^{\prime}\left(a_{\varepsilon} B \Omega\right)_{2}+m_{\varepsilon 1} B_{1} \frac{\mu_{2}}{\mu_{1}} R_{2}+\frac{1}{2} B_{1}\left[a_{\varepsilon}^{2} A_{\varepsilon}^{2}+c^{2}-\left(m_{\varepsilon}\right.\right. \\
\left.-1)^{2}\right]_{1} N_{2} \tag{31d}
\end{gather*}
$$

In (27b) and (29b) dimensionless quantities

$$
\begin{gather*}
V_{\tau 1}=\Omega_{1} M_{1}^{\prime} \frac{\mu_{2}}{\mu_{1}} R_{2}+\Omega_{1} N_{1}^{\prime} N_{2}+A_{\varepsilon 1}\left[a_{\varepsilon}^{2} A_{\varepsilon}^{2}+c^{2}-\left(m_{\varepsilon}\right.\right. \\
\left.-1)^{2}\right]_{1}\left(a_{\varepsilon} B \Omega\right)_{2}  \tag{32a}\\
V_{\Omega 1}=4\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{1}\left(a_{\varepsilon} B \Omega\right)_{2}+N_{1} N_{2}+M_{1} \frac{\mu_{2}}{\mu_{1}} R_{2}  \tag{32b}\\
V_{\tau 1}^{\prime}=\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{1} N_{2}+N_{1}\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{2}  \tag{32c}\\
V_{\Omega 1}^{\prime}=2 \Omega_{1} N_{1}^{\prime}\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{2}+m_{\varepsilon 1} A_{\varepsilon 1} \frac{\mu_{2}}{\mu_{1}} R_{2}+\frac{1}{2} A_{\varepsilon 1}\left[a_{\varepsilon}^{2} A_{\varepsilon}^{2}+c^{2}-\left(m_{\varepsilon}\right.\right. \\
\left.-1)^{2}\right]_{1} N_{2} \tag{32d}
\end{gather*}
$$

In addition to parameters in (24), dimensionless terms ( $M_{1}^{\prime}, N_{1}^{\prime}$ ) appear in (31) and (32) where, with additional subscript $(1,2)$ understood,

$$
\begin{equation*}
M^{\prime}=a_{\varepsilon} A_{\varepsilon}-B, \quad N^{\prime}=a_{\varepsilon} A_{\varepsilon}+\left(m_{\varepsilon}-1\right) B \tag{33}
\end{equation*}
$$

The study of (27)-(33) shows that the anisotropy factor $\Delta_{1}$ in the denominators of (21) cancels from field variable expressions. It can be shown that (27) and (29) are identical when $y=0$ because the denominator terms ( $\omega_{1}, \bar{\omega}_{1}$ ) cancel out. They are also identical when $c_{1}=c_{01}$. Then $\left(\omega_{1}, \bar{\omega}_{1}\right)=0$, but results are finite because the factors of $\left(1 / \omega_{1}, 1 / \bar{\omega}_{1}\right)$, respectively, vanish themselves when $\left(\omega_{1}, \bar{\omega}_{1}\right)=0$. The function $S$ in (27) and (29), however, does imply singular behavior at $v_{S}$, if it exists. Therefore, the subcritical speed requirement for the translating interface strip should be

$$
\begin{equation*}
0<v<\min \left(v_{r 1}, v_{r 2}, v_{S}\right) \tag{34}
\end{equation*}
$$

2.1 Interface Crack Problem. Consider two dissimilar transversely isotropic, coupled thermoelastic half-spaces. In terms of Cartesian coordinates $(x, y, z)$ they have interface $y=0$, and are rigidly bonded over the portion $y=0, x>0$. The interface $(x z)$ plane and its normal ( $y$-direction) coincide with, respectively, the plane and axis of material symmetry for both half-spaces. These are at rest at uniform (absolute) temperature $T_{0}$ when opposing shear and normal forces (line loads in the $z$-direction) $\left(F_{x}, F_{y}\right)$ are applied to the half-space surfaces in the separation zone $y=0, x$ $<0$. These are translated in the positive $x$-direction with subcritical speed $v$, thereby inducing debonding. A dynamic steady state of plane strain ensues, in which the interface crack also extends with speed $v$, and the forces maintain a fixed distance $L$ from the crack edge. It is convenient to translate the Cartesian system with the crack, so that $(x, y)=0$ always locates its edge. Equation (6) and (7) hold for each half-space, and the interface conditions are

$$
\begin{gather*}
\sigma_{x y 1}-\sigma_{x y 2}=\sigma_{y 1}-\sigma_{y 2}=\theta_{1, y}-\theta_{2, y}=0 \quad(y=0)  \tag{35a}\\
\sigma_{x y 1}=-F_{x} \delta(x+L), \quad \sigma_{y 1}=-F_{y} \delta(x+L) \\
\theta_{1, y}=0 \quad(y=0, x<0)  \tag{35b}\\
u_{x 1}-u_{x 2}=u_{y 1}-u_{y 2}=\theta_{1}-\theta_{2}=0 \quad(y=0, x>0) \tag{35c}
\end{gather*}
$$

where $\delta$ is the Dirac function. The last condition in (35b) implies negligible heat flux across crack faces. Comparison of (35) with (20) shows that, if ( $U_{x}, U_{y}$ ) and $\Theta$ are interpreted as, respectively,
the crack opening and discontinuity in temperature between crack faces, and can be found such that (35b) is satisfied, then the part I results also serve as the interface crack solution.
2.2 Integral Equations. Setting $y=0$ in counterparts for the far-field results (27) and (29) yields, upon substitution into (35b), coupled integral equations

$$
\begin{gather*}
\frac{\sqrt{\mu_{1} \mu_{2}}}{S}\left(-D \frac{d U_{y}}{d x}+\frac{D_{A}}{\pi}(v p) \int_{-\infty}^{0} \frac{d U_{x}}{d t} \frac{d t}{t-x}\right)=-F_{x} \delta(x+L)  \tag{36a}\\
\frac{\sqrt{\mu_{1} \mu_{2}}}{S}\left(D \frac{d U_{x}}{d x}+\frac{D_{B}}{\pi}(v p) \int_{-\infty}^{0} \frac{d U_{y}}{d t} \frac{d t}{t-x}\right)=-F_{y} \delta(x+L)  \tag{36b}\\
\frac{1}{\sqrt{h_{1}^{\prime}}+\sqrt{h_{2}^{\prime}}} \frac{d}{d x} \int_{x}^{0} \frac{d t}{\sqrt{\pi(t-x)}}\left(\Theta-\frac{T_{x}}{S} \frac{d U_{x}}{d x}\right. \\
\left.+\frac{2 T_{y}}{\pi S}(v p) \int_{-\infty}^{0} \frac{d U_{y}}{d \tau} \frac{d \tau}{\tau-t}\right)=0 \tag{36c}
\end{gather*}
$$

for $x<0$, where ( $v p$ ) signifies Cauchy principal value integration. Dimensionless terms

$$
\begin{gather*}
D_{A}=2 \sqrt{\frac{\mu_{1}}{\mu_{2}}} R_{1}\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{2}+2 \sqrt{\frac{\mu_{2}}{\mu_{1}}} R_{2}\left(a_{\varepsilon} A_{\varepsilon} \Omega\right)_{1}  \tag{37a}\\
D_{B}=2 \sqrt{\frac{\mu_{1}}{\mu_{2}}} R_{1}\left(a_{\varepsilon} B \Omega\right)_{2}+2 \sqrt{\frac{\mu_{2}}{\mu_{1}}} R_{2}\left(a_{\varepsilon} B \Omega\right)_{1}  \tag{37b}\\
D=\sqrt{\frac{\mu_{1}}{\mu_{2}}} R_{1} N_{2}-\sqrt{\frac{\mu_{2}}{\mu_{1}}} R_{2} N_{1} \tag{37c}
\end{gather*}
$$

appear in (36a), (36b), while (36c) exhibits dimensionless quantities

$$
\begin{align*}
& T_{x}=\left(\frac{\varepsilon}{\tilde{\alpha}}\right)_{2} X_{12}+\left(\frac{\varepsilon}{\tilde{\alpha}}\right)_{1} X_{21}  \tag{38a}\\
& T_{y}=\left(\frac{\varepsilon}{\tilde{\alpha}}\right)_{2} Y_{12}-\left(\frac{\varepsilon}{\tilde{\alpha}}\right)_{1} Y_{21} \tag{38b}
\end{align*}
$$

2.3 Solution. The weak coupling of unknowns ( $U_{x}, U_{y}, \Theta$ ) in (36) allows (36a), (36b) to be treated separately. Application of singular integral equation techniques [24], after [9], gives the eigenvalue equation

$$
\begin{equation*}
D_{A} D_{B} \cos ^{2} \pi v+D^{2} \sin ^{2} \pi v=0 \tag{39}
\end{equation*}
$$

supported by the observation that $\left(D_{A}, D_{B}\right) \geqslant 0$ for $0<v$ $<\min \left(v_{R 1}, v_{R 2}\right)$ and results

$$
\begin{equation*}
D_{A} D_{B}-D^{2}=R_{1} R_{2} S, \quad q=\frac{D}{\sqrt{D_{A} D_{B}}} \tag{40}
\end{equation*}
$$

In light of (40) and the discussion above, $|q|<1$ for $0<v$ $<\min \left(v_{R 1}, v_{R 2}, v_{S}\right)$. Then (39) gives dimensionless complex conjugate eigenvalues

$$
\begin{equation*}
v_{ \pm}=-\frac{1}{2} \pm i \zeta, \quad 2 \pi \zeta=\ln \frac{1-q}{1+q} \tag{41}
\end{equation*}
$$

and it is noted that $(\zeta, D)$ are of opposite sign. If, however, $v$ lies between the minimum and the minimum of the remaining two speeds, then $|q|>1$ and (39) gives

$$
\begin{equation*}
v_{ \pm}= \pm i \bar{\zeta}, \quad 2 \pi \bar{\zeta}=\ln \frac{q-1}{q+1} \tag{42}
\end{equation*}
$$

This imaginary result implies purely sinusoidal eigenfunctions for (36a), (36b). Thus, in what follows, subcritical interface crack extension is defined by

$$
\begin{equation*}
0<v<\min \left(v_{R 1}, v_{R 2}, v_{S}\right) \tag{43}
\end{equation*}
$$

It is noted that (43) is more restrictive than the part I condition (34). It should also be noted that results for isothermal anisotropy [25] and isotropic thermoelasticity [26] indicate that ( $v_{R 1}, v_{R 2}$ ) $<v_{S}$ when the Stoneley speed exists. In view of (39)-(41), the analytical solutions to (36a), (36b) are

$$
\begin{align*}
\frac{d U_{x}}{d x}= & \frac{\sqrt{D_{B}}}{\pi R_{1} R_{2}} \frac{1}{x+L} \sqrt{\frac{L}{|x|}} \frac{\bar{F}}{\sqrt{\mu_{1} \mu_{2}}} \sin \left(\phi-\zeta \ln \frac{L}{|x|}\right) \\
& +\frac{D F_{y}}{R_{1} R_{2} \sqrt{\mu_{1} \mu_{2}}} \delta(x+L)  \tag{44a}\\
\frac{d U_{y}}{d x}= & \frac{\sqrt{D_{A}}}{\pi R_{1} R_{2}} \frac{1}{x+L} \sqrt{\frac{L}{|x|}} \frac{\bar{F}}{\sqrt{\mu_{1} \mu_{2}}} \cos \left(\phi-\zeta \ln \frac{L}{|x|}\right) \\
& -\frac{D F_{x}}{R_{1} R_{2} \sqrt{\mu_{1} \mu_{2}}} \delta(x+L) \tag{44b}
\end{align*}
$$

for $x<0$, where the amplitude and phase angle are

$$
\begin{equation*}
\bar{F}=\sqrt{D_{B} F_{x}^{2}+D_{A} F_{y}^{2}}, \quad \phi=\tan ^{-1} \sqrt{\frac{D_{B}}{D_{A}}} \frac{F_{x}}{F_{y}}\left(-\frac{\pi}{2}<\phi<\frac{\pi}{2}\right) \tag{45}
\end{equation*}
$$

Equation (36c) gives an Abel integral equation that, in view of (36a), (36b) and (44), yields

$$
\begin{align*}
\Theta= & \frac{1}{\pi R_{1} R_{2} S}\left(T_{x}+\frac{2 D}{D_{B}} T_{y}\right) \frac{\sqrt{D_{B}}}{x+L} \sqrt{\frac{L}{|x|}} \frac{\bar{F}}{\sqrt{\mu_{1} \mu_{2}}} \sin \left(\phi-\zeta \ln \frac{L}{|x|}\right) \\
& -\left[\frac{2 T_{y}}{D_{B}}+\frac{1}{R_{1} R_{2} S}\left(T_{x}+\frac{2 D}{D_{B}} T_{y}\right)\right] \frac{F_{y}}{\sqrt{\mu_{1} \mu_{2}}} \delta(x+L)+\frac{C}{\sqrt{\pi|x|}} \tag{46}
\end{align*}
$$

Because its term shows weaker decay as $|x| \rightarrow \infty$, we set the integration constant $C \equiv 0$. For the single isotropic material limit, additional terms in the asymptotic integral transforms developed in Part I allow stronger coupling of ( $U_{x}, U_{y}, \Theta$ ) than that displayed in (36). An exact solution for the isotropic limit case [27,28] gives more complicated forms than (44) and (46), but behavior indicates that the stronger coupling has marginal effects, especially away from the crack edge.
2.4 Interface Functions. The same procedure that gives (36) yields, upon substitution of (44a), (44b) and use of Cauchy residue theory, the analytical results

$$
\begin{gather*}
\sigma_{x y}^{0}=\frac{\bar{F}}{\pi \sqrt{R_{1} R_{2} S}} \frac{\sqrt{D_{A}}}{x+L} \sqrt{\frac{L}{x}} \sin \left(\phi-\zeta \ln \frac{L}{x}\right)  \tag{47a}\\
\sigma_{y}^{0}=\frac{\bar{F}}{\pi \sqrt{R_{1} R_{2} S}} \frac{\sqrt{D_{B}}}{x+L} \sqrt{\frac{L}{x}} \cos \left(\phi-\zeta \ln \frac{L}{x}\right)  \tag{47b}\\
\theta^{0}= \\
\frac{-1}{\pi \sqrt{R_{1} R_{2} S}} \frac{\sqrt{h_{1}^{\prime} h_{2}^{\prime}}}{\sqrt{h_{1}^{\prime}}+\sqrt{h_{2}^{\prime}}}\left(\frac{\varepsilon_{2}}{\widetilde{\alpha}_{2} \sqrt{h_{2}^{\prime}}} Y_{12}+\frac{\varepsilon_{1}}{\widetilde{\alpha}_{1} \sqrt{h_{1}^{\prime}}} Y_{21}\right)  \tag{47c}\\
\\
\times \frac{\bar{F}}{\sqrt{\mu_{1} \mu_{2} D_{B}}} \frac{1}{x+L} \sqrt{\frac{L}{x}} \cos \left(\phi-\zeta \ln \frac{L}{x}\right)
\end{gather*}
$$

for $y=0, x>0$. The superscript indicates that functions are valid for both half-spaces. The oscillatory behavior in (44), (46), and
(47) is typical for interface cracks [1-3]. In (44b) and (47b), it implies crack face interpenetration and a compressive normal interface stress, unless $x$ is restricted by

$$
\begin{equation*}
-\frac{\pi}{2}<\phi-\zeta \ln \frac{L}{|x|}<\frac{\pi}{2} \tag{48}
\end{equation*}
$$

For example, when ( $\zeta>0, F_{x}=0$ ), (48) gives

$$
\begin{equation*}
e^{-\pi / 2 \zeta}<\frac{|x|}{L}<e^{\pi / 2 \zeta} \tag{49}
\end{equation*}
$$

Isothermal results $[9,10]$ indicate that $|\zeta| \approx O\left(10^{-1}\right)$. Thus, (48) shows that the aberrant behavior occurs either at great distances (as a multiple of $L$ ) from, or in small regions near (as a fraction of $L$ ), the moving crack edge. Moreover, certain field variable combinations are free of oscillations: (44a), (44b) and (47a), (47b) give, respectively,

$$
\begin{align*}
\sqrt{D_{A}\left(\frac{d U_{x}}{d x}\right)^{2}+D_{B}\left(\frac{d U_{y}}{d x}\right)^{2}} & =\frac{\sqrt{D_{A} D_{B}}}{\pi R_{1} R_{2}} \frac{\bar{F}}{\sqrt{\mu_{1} \mu_{2}}} \sqrt{\frac{L}{|x|}} \frac{1}{x+L}(x \\
& <0, x+L \neq 0)  \tag{50a}\\
\sqrt{D_{B}\left(\sigma_{x y}^{0}\right)^{2}+D_{A}\left(\sigma_{y}^{0}\right)^{2}} & =\frac{\sqrt{D_{A} D_{B}}}{\pi \sqrt{R_{1} R_{2} S}} \frac{\bar{F}}{x+L} \sqrt{\frac{L}{x}}(x>0) \tag{50b}
\end{align*}
$$

Similarly, derivation of the debonding energy rate (per unit length of crack edge) in the manner of [29] yields the positive result

$$
\begin{equation*}
E_{d}=\frac{v}{\pi L} \frac{\sqrt{D_{A} D_{B}}}{\sqrt{R_{1} R_{2} S}} \frac{\bar{F}^{2}}{\sqrt{\mu_{1} \mu_{2}}} \tag{51}
\end{equation*}
$$

Equation (51) shows that the upper limit in (43) produces an unbounded energy rate, whether that limit is a Rayleigh speed or, if it exists, a Stoneley speed.
2.5 Illustration: Rigid-Elastic Bimaterial. Consider halfspace $2(y<0)$ to be rigid, but capable of conducting heat. Then (44) and (46) for $y=0, x<0$ can be written as

$$
\begin{align*}
\frac{\mu_{1}}{\bar{\sigma}} \frac{d U_{x}}{d x}= & \frac{2}{\pi}\left(\frac{a_{\varepsilon} \Omega \sqrt{B}}{R}\right)_{1} \frac{\bar{f}}{1+x / L} \sqrt{\frac{L}{|x|}} \sin \left(\phi-\zeta \ln \frac{L}{|x|}\right) \\
& -\left(\frac{N}{R}\right)_{1} f_{y} L \delta(x+L)  \tag{52a}\\
\frac{\mu_{1}}{\bar{\sigma}} \frac{d U_{y}}{d x}= & \frac{2}{\pi}\left(\frac{a_{\varepsilon} \Omega \sqrt{A_{\varepsilon}}}{R}\right)_{1} \frac{\bar{f}}{1+x / L} \sqrt{\frac{L}{|x|}} \cos \left(\phi-\zeta \ln \frac{L}{|x|}\right) \\
& +\left(\frac{N}{R}\right)_{1} L f_{x} \delta(x+L)  \tag{52b}\\
\frac{\Theta}{\bar{\theta}}= & \frac{2}{\pi}\left(\frac{\varepsilon \Omega N_{y} \sqrt{B}}{R}\right)_{1} \frac{\bar{f}}{1+x / L} \sqrt{\frac{L}{|x|}} \sin \left(\phi-\zeta \ln \frac{L}{|x|}\right) \\
& -\left(\frac{\varepsilon P}{R}\right)_{1} f_{y} L \delta(x+L) \tag{52c}
\end{align*}
$$

where (41) and (43) give

$$
\begin{gather*}
2 \pi \zeta=\ln \left(\frac{2 a_{\varepsilon} \Omega \sqrt{A_{\varepsilon} B}+N}{2 a_{\varepsilon} \Omega \sqrt{A_{\varepsilon} B}-N}\right)_{1}  \tag{53a}\\
\bar{f}=\sqrt{A_{\varepsilon} f_{y}^{2}+B f_{x}^{2}}, \quad \phi=\tan ^{-1} \sqrt{\frac{B}{A_{\varepsilon}}} \frac{f_{x}}{f_{y}}\left(-\frac{\pi}{2}<\phi<\frac{\pi}{2}\right) \tag{53b}
\end{gather*}
$$

For $y=0, x>0$ results (47) take the form

$$
\begin{align*}
\frac{\sigma_{x y}^{0}}{\bar{\sigma}} & =\frac{2}{\pi}\left(\frac{a_{\varepsilon} \Omega \sqrt{A_{\varepsilon}}}{\sqrt{M R}}\right)_{1} \frac{\bar{f}}{1+x / L} \sqrt{\frac{L}{x}} \sin \left(\phi-\zeta \ln \frac{L}{x}\right)  \tag{54a}\\
\frac{\sigma_{y}^{0}}{\bar{\sigma}} & =\frac{2}{\pi}\left(\frac{a_{\varepsilon} \Omega \sqrt{B}}{\sqrt{M R}}\right)_{1} \frac{\bar{f}}{1+x / L} \sqrt{\frac{L}{x}} \cos \left(\phi-\zeta \ln \frac{L}{x}\right)  \tag{54b}\\
\frac{\theta^{0}}{\bar{\theta}}= & -\frac{2}{\pi}\left(\frac{\varepsilon \Omega \Gamma_{y} \sqrt{B}}{\sqrt{M R}}\right)_{1_{1} 1+\sqrt{\left(\frac{\rho c_{v}}{K_{y}}\right)_{2}\left(\frac{a C_{y}}{a_{\varepsilon}} h v_{r}\right)_{1}}} \\
& \times \frac{1}{1+x / L} \sqrt{\frac{L}{x}} \cos \left(\phi-\zeta \ln \frac{L}{x}\right) \tag{54c}
\end{align*}
$$

and debonding energy rate (51) becomes

$$
\begin{equation*}
\frac{E_{d}}{\bar{E}}=\frac{4}{\pi}\left(\frac{a_{\varepsilon} \Omega \sqrt{c}}{\sqrt{R_{4}}}\right)_{1}^{2} \sqrt{\left(\frac{A_{\varepsilon} B}{M R}\right)_{1}} \bar{f}^{2} \tag{55}
\end{equation*}
$$

Use of dimensionless loading parameters

$$
\begin{equation*}
\left(f_{x}, f_{y}\right)=\frac{\left(F_{x}, F_{y}\right)}{\sqrt{F_{x}^{2}+F_{y}^{2}}}\left(f_{x}^{2}+f_{y}^{2}=1\right) \tag{56}
\end{equation*}
$$

and, respectively, the stress, temperature and energy rate amplitudes

$$
\begin{equation*}
\bar{\sigma}=\frac{1}{L} \sqrt{F_{x}^{2}+F_{y}^{2}}, \quad \bar{\theta}=\frac{\bar{\sigma}}{(\mu \tilde{\alpha})_{1}}, \quad \bar{E}=\frac{L \bar{\sigma}^{2}}{\sqrt{(\mu \rho)_{1}}} \tag{57}
\end{equation*}
$$

allow the right-hand sides of (54) and (55) to serve as dimensionless measures of interface traction and temperature and energy rate. These measures themselves depend on dimensionless variables $\left(c_{1}, x / L,\left(f_{x}, f_{y}\right)\right)$, i.e., the crack speed, distance from crack edge, and relative strength of normal and shear crack face loading. These last two are not independent, so that either one can characterize relative strength, e.g., $f_{y}=0$ signifies pure shear and $f_{y}$ $=1$ signifies pure compression (tensile loading of bimaterial).

Equation (54c) shows that the thermal properties of the rigid half-space affect the interface temperature change. If the rigid half-space is also thermally inert, then the denominator of the $\bar{f}$-term becomes unity. We now consider this case, with half-space $1(y>0)$ being the hexagonal material, zinc. Its properties are [30]

$$
\begin{gathered}
c_{11}=162.8 \mathrm{GPa}, \quad c_{22}=62.7 \mathrm{GPa}, \quad c_{12}=50.8 \mathrm{GPa}, \\
c_{13}=36.2 \mathrm{GPa}, \quad c_{44}=38.5 \mathrm{GPa} \\
\rho=7140 \mathrm{~kg} / \mathrm{m}^{3} \\
c_{v}=390 \mathrm{~J} / \mathrm{kg}^{\circ} \mathrm{C}, \quad K_{x}=K_{y}=124 \mathrm{~W} / \mathrm{m}^{\circ} \mathrm{C} \\
\alpha_{x}=5.818\left(10^{-6}\right) 1 /{ }^{\circ} \mathrm{C}, \quad \alpha_{y}=15.35\left(10^{-6}\right) 1 /{ }^{\circ} \mathrm{C}
\end{gathered}
$$

at room temperature ( $T_{0}=294 \mathrm{~K}$ ). These values give, in view of (2)-(4) and (15), the dimensionless solution parameters

$$
\begin{gathered}
a=1.6286, \quad b=4.2301, \quad m=2.3195, \\
m_{3}=1.9403, \quad \gamma=2.506 \\
a_{\varepsilon}=1.7203, \quad b_{\varepsilon}=4.3024, \quad m_{\varepsilon}=2.4019, \\
m_{3 \varepsilon}=2.0144, \quad \gamma_{\varepsilon}=2.6354 \\
c_{0}=0.999, \quad c_{R}=0.8833 \\
\Gamma_{x}=4.6018, \quad \Gamma_{y}=5.1181, \quad \varepsilon=0.003485
\end{gathered}
$$

and values

$$
h=1.9178\left(10^{-8}\right) \mathrm{m}, \quad v_{r}=2322 \mathrm{~m} / \mathrm{s}
$$

Table 1 Eigenvalue parameter $\zeta$ versus dimensionless crack speed $c_{1}$

| $c_{1}$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\zeta$ | 0.0913 | 0.093 | 0.096 | 0.1014 | 0.11 | 0.1234 | 0.1447 | 0.1826 | 0.2688 |

As noted in part $\mathrm{I}, c_{0} v_{r}$ is a speed that arises for category 3 materials, but does not affect solution behavior on the interface plane. The value of $c_{0}$ given here, moreover, puts the speed beyond the subcritical range. The isothermal parameters ( $a, b, m, m_{3}, \gamma$ ) and their $\varepsilon$-subscripted thermoelastic counterparts are seen to be, in keeping with linear coupled thermoelasticity theory [ 16,17 ], perturbations of each other. As noted at the outset, isothermal results $[9,10]$ involved a smaller class of transversely isotropic materials; specifically, only the category 1 class defined in Part I.

For the present bimaterial, Table 1 gives the dimensionless eigenvalue parameter $\zeta$ for subcritical values of $c_{1}$. Values are seen to be of $O\left(10^{-1}\right)$ and to increase with crack speed. Similar behavior arises for isothermal category I results [9,10].

A criterion for which interface crack extension occurs is not imposed in this study. However, some insight into solution behavior is possible by examining the dimensionless energy rate $E_{d} / \bar{E}$ for subcritical $c_{1}$ and $f_{y}$ in the range $(0,1)$. Calculations of (55) are presented in Table 2, and show increases with both parameters. That is, higher crack speeds are associated with higher energy rates, and energy rate increases as the compression component of crack face loading dominates.

Similarly, data for the dimensionless change in interface temperature (54c) is presented for subcritical $c_{1}$ and $f_{y}$ in the range $(0,1)$ at locations $x=(0.5 L, L, 2 L)$ in, respectively, Tables $3-5$. All entries are negative, indicating that interface temperature drops with interface crack extension. That the drop magnitude for a given $\left(c_{1}, f_{y}\right)$ decreases with $x$ is predicted by the form of $\mathrm{S}+\mathrm{C}$. Tables 3 and 4 give magnitudes that, like Table 2 entries, increase with crack speed and dominance by compressive loading. Table 5 shows, however, that further from the crack edge, magnitude may

Table 2 Dimensionless energy rate $E_{d} / \bar{E}$ versus dimensionless crack speed $c_{1}$ and loading parameter $f_{y}$

| $c_{1}$ | $f_{y}=0.1$ | $f_{y}=0.3$ | $f_{y}=0.7$ | $f_{y}=0.9$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.1 | 0.0225 | 0.0241 | 0.0294 | 0.0337 |
| 0.2 | 0.0468 | 0.049 | 0.0605 | 0.0693 |
| 0.3 | 0.0723 | 0.076 | 0.0943 | 0.1098 |
| 0.4 | 0.101 | 0.1068 | 0.1345 | 0.1568 |
| 0.5 | 0.1362 | 0.1446 | 0.1864 | 0.2198 |
| 0.6 | 0.1848 | 0.1978 | 0.2633 | 0.3157 |
| 0.7 | 0.271 | 0.2943 | 0.4107 | 0.5037 |
| 0.8 | 0.2956 | 0.329 | 0.496 | 0.6296 |

Table 3 Dimensionless interface temperature change $\boldsymbol{\theta}^{0} / \overline{\boldsymbol{\theta}}$ at $x=0.5 L$ versus dimensionless crack speed $c_{1}$ and loading parameter $\boldsymbol{f}_{y}$

| $c_{1}$ | $f_{y}=0.1$ | $f_{y}=0.3$ | $f_{y}=0.7$ | $f_{y}=0.9$ |
| :--- | :---: | :--- | :---: | :---: |
| 0 | -0.000486 | -0.001127 | -0.002382 | -0.002984 |
| 0.1 | -0.000489 | -0.00113 | -0.002385 | -0.002987 |
| 0.2 | -0.000495 | -0.001137 | -0.002395 | -0.002997 |
| 0.3 | -0.000505 | -0.00115 | -0.002413 | -0.003016 |
| 0.4 | -0.000524 | -0.001177 | -0.002452 | -0.003059 |
| 0.5 | -0.000547 | -0.001206 | -0.002489 | -0.003097 |
| 0.6 | -0.000591 | -0.001265 | -0.002574 | -0.003189 |
| 0.7 | -0.000677 | -0.001386 | -0.002753 | -0.003386 |
| 0.8 | -0.000928 | -0.00175 | -0.003318 | -0.004014 |

Table 4 Dimensionless interface temperature change $\theta^{0} / \bar{\theta}$ at $x=L$ versus dimensionless crack speed $c_{1}$ and loading parameter $\boldsymbol{f}_{y}$

| $c_{1}$ | $f_{y}=0.1$ | $f_{y}=0.3$ | $f_{y}=0.7$ | $f_{y}=0.9$ |
| :--- | :--- | :--- | :--- | :---: |
| 0 | -0.000172 | -0.000516 | -0.001204 | -0.001548 |
| 0.1 | -0.0001721 | -0.0005163 | -0.0012047 | -0.001549 |
| 0.2 | -0.0001726 | -0.0005178 | -0.0012082 | -0.001553 |
| 0.3 | -0.0001735 | -0.0005205 | -0.001245 | -0.001573 |
| 0.4 | -0.0001758 | -0.0005274 | -0.0012306 | -0.001582 |
| 0.5 | -0.0001776 | -0.0005328 | -0.001243 | -0.001598 |
| 0.6 | -0.0001824 | -0.0005472 | -0.001277 | -0.001642 |
| 0.7 | -0.0001929 | -0.000579 | -0.00135 | -0.001736 |
| 0.8 | -0.0002274 | -0.000682 | -0.001592 | -0.002047 |

decrease with crack speed, especially when shear dominates crack face loading. This represents a stronger coupling of speed and loading mode effects.

## 3 Comments

This article was a two-part study of dynamic interface crack extension in an unbounded bimaterial formed from rigidly bonded dissimilar transversely isotropic, coupled thermoelastic halfspaces. The half-spaces were initially at rest at a common uniform temperature, and crack extension was caused by the translation of normal and shear forces on the crack faces. A dynamic steady state of plane strain was treated, in which forces and crack edge move at the same constant subcritical speed. The interface and its normal coincided with, respectively, the plane and axis of material symmetry, and crack face insulation was assumed.

Part I of the article presented full-field results for the related problem of a translating strip of discontinuity in interface displacement and temperature. The use of robust asymptotic forms of the corresponding integral transforms led to expressions that were analytic to within single weighted integrals of the discontinuity functions. This feature was exploited in Part II to yield analytical formulas for crack opening and discontinuity in crack face temperature, interface traction and temperature change, and debonding energy rate. The formulas showed that the critical crack speed is the minimum of the two Rayleigh speeds and if it exists, the Stoneley speed.
For the special case of a rigid solid-zinc bimaterial, calculations for the problem eigenvalue parameter, nondimensionalized debonding energy rate and change in interface temperature were given. The eigenvalue parameter was seen to behave like its isothermal counterpart. The debonding energy rate increased both with crack speed and the degree to which crack face loading is dominated by compression. Interface temperature was seen to drop, and the drop magnitudes also increased with speed and compression dominance near the crack edge. However, as distance from the crack edge increased, drop magnitude could actually decrease with speed, especially when shear loading is dominant.

Table 5 Dimensionless interface temperature change $\boldsymbol{\theta}^{0} / \overline{\boldsymbol{\theta}}$ at $x=2 L$ versus dimensionless crack speed $c_{1}$ and loading parameter $f_{y}$

| $c_{1}$ | $f_{y}=0.1$ | $f_{y}=0.3$ | $f_{y}=0.7$ | $f_{y}=0.9$ |
| :--- | :---: | :---: | :---: | :---: |
| 0 | -0.00004036 | -0.0002039 | -0.0005374 | -0.0007107 |
| 0.1 | -0.00003969 | -0.0002033 | -0.0005371 | -0.0007106 |
| 0.2 | -0.00003872 | -0.000203 | -0.0005482 | -0.0007121 |
| 0.3 | -0.00003699 | -0.000202 | -0.0005391 | -0.0007147 |
| 0.4 | -0.00003459 | -0.0002018 | -0.0005439 | -0.0007226 |
| 0.5 | -0.00002997 | -0.000199 | -0.0005455 | -0.0007273 |
| 0.6 | -0.00002328 | -0.0001351 | -0.0005541 | -0.0007427 |
| 0.7 | -0.00001109 | -0.0001948 | -0.0005746 | -0.0007772 |
| 0.8 | -0.00002133 | -0.0001946 | -0.0006465 | -0.0008926 |

## 4 Future Efforts

Equations (44) and (48) indicate that interface crack closure could occur at large distances from the crack edge, thereby limiting the applicability of the semi-infinite crack model. This feature has been studied in the isothermal isotropic bimaterial for transonic interface crack speeds, i.e., between the rotational and dilatational values [4,31]. More recent [32] results for Mode I crack extension in a single transversely isotropic thermoelastic material show that smooth crack closure without interpenetration can occur for subcritical crack speed. The general results [9,10] for interface crack extension in the isothermal category 1 transversely isotropic bimaterial consider any constant crack speed. The results [ $9,10,32$ ] are currently serving as guides in the extension of the present analysis beyond the subcritical range and the consideration of crack closure.

The restriction (43) for subcritical crack speed was based only on the fact that the Stoneley speed, if it exists, and both Rayleigh speeds are subsonic. As noted above, studies of bimaterials for the isothermal, anisotropic elastic [25] and isotropic thermoelastic [26] cases indicate that the Stoneley speed exceeds both Rayleigh speeds. The isothermal and thermoelastic rotational wave speeds in the material symmetry plane were seen in part I to be identical, and data for zinc indicated that the two dilatational wave speeds are perturbations of one another. This suggests that the observations of $[25,26]$ generalize to the bimaterial considered here. Clearly, however, the aforementioned extension to supercritical speeds should specifically consider the Stoneley-Rayleigh speed relation.
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# Statistical Damage MechanicsPart I: Theory 


#### Abstract

Statistical damage mechanics in this work establishes the connection between damaged random heterogeneous micromaterial and the system macroparameter. Renormalization group theory provides the bridge from the microscale to the macroscale. Delaunay lattices, which simulate and capture the role of the disordered microstructure in damage process, substitute a polycrystal specimen assuming that microcracks are grainboundaries cracks. The macroparameters of the system, in the form of algebraic functions, are obtained applying the Family-Vicsek scaling relation on simulation data. [DOI: 10.1115/1.1825434]


## 1 Introduction

Simple mathematical theory of the thermomechanical process is based on the four constitutive equations for the stress, $\bar{\sigma}_{i j}(X, t)$, heat flux, $\bar{q}_{i j}(X, t)$, internal energy and local entropy production, $\bar{\eta}_{i j}(X, t)[1]$. Above, $X$ is the position of the point, $t$ is present time and the bar above the symbol indicates the macrosymbols. And "principle of local action, according to which the response at a $X$ is determined if the conditions are known in an arbitrarily small neighborhood of $X$, the motion outside being disregarded" [1]. Kellogg [2] also used $X$ to determine the "continuum particle." Most classical continuous models are based on the property of locality. In [3,4] Kunin provides the connection between the nonlocal, weakly nonlocal models and quasicontinuum. In nonlocal continuum models used for damage mechanics [5] the position of microcracks in the "representative volume" is irrelevant.

Materials, such as ceramics, are on macroscale homogeneous, ordered and isotropic in pristine state. On the microscale, the texture of this ceramic is random heterogeneous [6]. The distribution of the position and geometry of grains, i.e., number of edges and faces per cell, surfaces, interfaces, boundaries, microcracks are random variables. As the microcracks nucleate, enlarge, and cluster with each other, the random variables become different. Thus, the effect of random heterogeneous "continuum particles" must be smaller as the microcracks grow.

But physics, thermodynamics, and mathematics provide, as always, the tools. The first tool is thermodynamics, which is empirically based science that requires no knowledge of microscopic interaction. The second tool is the statistical mechanics that "establishes a connection between the microscopic and thermodynamic description of a system" [7]. Thus, statistical mechanics models establish connection between macroparameters, such as the macroscale the components of generalized Hooke's law, $\bar{C}^{\alpha \beta \gamma \delta}$, in the form $\bar{\sigma}^{\alpha \beta}=\bar{C}^{\alpha \beta \gamma \delta}(\bar{D}) \bar{\varepsilon}_{\gamma \delta}$, when $\bar{D}$ is the macrodamage parameter. The third tool is the fractal geometry.

## 2 From Continuum to Quantum Mechanics?

Apparently it is Boscovich (1763) who "assumed that, between every two ultimate particles and along the line connecting them, forces act which are attractive for some distances and repulsive for other" (Timoshenko, S.P., History of Strength of Materials, Dover Publications, Inc., New York, p. 104). A proper model is

[^11]dependent on the short-range intermolecular forces between molecular particles and on the body forces of longer-range that are acting on the interior of the specimen [8]. Continuum models of engineering cannot be used when the short-range intermolecular forces become longer-range forces, as the microcracks become macrocracks.

The model of this work can be used from continuous to molecular medium. But, in this work is restricted only to macroscale and microscale. The macroscale matter is contiguous. The resolution length of the microscale is $\ell$, defined as the length of the grain-boundary. The microstructure of a polycrystal, such a ceramics, can be modeled by the lattice, i.e., a simplicial graph in which a Voronoi froth is perpendicular to the grain boundaries and the Delaunay graph, dual graph to the Voronoi froth, is of honeycomb geometry (Fig. 1). For the solid mechanics design the scaling process from microcracks to the macroparameters is most needed.

## 3 Damage "Micromechanics"

The task of "micromechanics" (in "micromechanics" material properties depend on macroscopic averages defects and not on the defects position in space) is to estimate the effective stiffness tensor of heterogeneous material. Mura [9], Nemat-Nasser and Hori [10], and Krajcinovic [11] have the same task, i.e., to estimate overall properties by "micromechanics" models under some circumstances. But, "micromechanics" considered only the statistical homogeneity of the matter at the microscale. Hence, the overall properties do not depend on the position of the microcracks, i.e., the process is ergodic. As microcrack density enlarges the interaction of two or more microcracks, their positions become more relevant. At threshold failure a large cluster of interacting microcracks become a macrocrack. Finally, the form of the failure depends on the fractal or multifractal geometry and density of the macrocrack.
3.1 Damage Scalar Model. The first, two-dimensional and time-independent, damage model $[12,13]$ related the macrostress, $\bar{\sigma}$, and macrostrain, $\bar{\varepsilon}$, as

$$
\begin{equation*}
\bar{\sigma}=\bar{E}^{0}(1-\bar{D}) \bar{\varepsilon} \tag{1}
\end{equation*}
$$

In (1) is the macrostress, $\bar{E}^{0}$ is the elastic modulus of pristine state, and $\bar{D}$ is the damage parameter. The bar over the parameter signifies a macroparameter.
The brittle loose bundle model [14,15] is the simplest damage model (1). The expression (1) can be obtained assuming that extant links share equally the tensile load, $\bar{\sigma}, N$ is the number of all links, $n$ is the number of all broken links, and $f_{r}$ is the link rupture strength. All $N$ links have identical stiffness $k=K / N$ when $K$ is


Fig. 1 Perfect two-dimensional honeycomb Voronoi and triangular Delaunay lattices
the stiffness of the model in the pristine state. The random variable is defined by $p\left(f_{r}\right)=\left(f_{\max }\right)^{-1}=$ const. The damage density is then

$$
\begin{equation*}
\bar{D}=\frac{n}{N} . \tag{2}
\end{equation*}
$$

A different rate of damage variable is the quotient obtained by rate of unbroken bars divided by the number of the unbroken bars. In this measure the damage rate is [16]

$$
\begin{equation*}
\delta \bar{D}_{n}=\frac{\delta n}{N-n} \quad \text { or } \quad \bar{D}_{n}=\ln \left(\frac{N}{N-n}\right) . \tag{3}
\end{equation*}
$$

The damage density in expression (1) can be written as

$$
\begin{equation*}
\bar{D}=\frac{\bar{E}^{0}-\bar{E}}{\bar{E}^{0}} \quad \text { and } \quad \bar{D}_{n}=\ln \frac{\bar{E}^{0}}{\bar{E}}, \tag{4}
\end{equation*}
$$

where $\bar{E}=\bar{E}^{0}(1-\bar{D})$ is the Young's elastic modulus of the damaged specimen.

The force versus displacements curve is a parabola for $p\left(f_{r}\right)$ $=\left(f_{\max }\right)^{-1}$ when the displacement is controlled. The hardening and softening parts are mirror-same over the directrix. Hence, the softening part of the brittle loose bundle model cannot be trusted.
3.2 Damage Model Based on Fracture Mechanics. Budiansky and O'Connell [17] proposed the first damage model based on the fracture mechanics. By assuming that the continuum is isotropic and homogeneous, damage is isotropic, cracks pennyshaped and damage density insignificant, and the damage parameter is

$$
\begin{equation*}
\bar{D}=\frac{1}{V^{0}}\left\langle a^{3}\right\rangle, \tag{5}
\end{equation*}
$$

where $a$ is the crack radius and $V^{0}$ is the volume of the specimen.
Krajcinovic [11] considered a single penny crack in effective properties of elastic, isotropic, homogeneous, and continuous specimen using fracture mechanics. The energy release rate, $G$, for homogeneous and isotropic elastic solid is

$$
\begin{equation*}
G=J=\frac{1-\nu}{2 \mu}\left(K_{\mathrm{I}}^{2}+K_{\mathrm{II}}^{2}\right)+\frac{\nu}{2 \mu} K_{\mathrm{III}}^{2} . \tag{6}
\end{equation*}
$$

In (6) $J$ is the integral for homogeneous and isotropic elastic solid, $\nu$ and $\mu$ is the Poisson's ratio and shear modulus, and $K_{m}$ is the vector of stress intensity factors when $m=1,2,3$. After some tensor transformations ([11], pp. 253-258), the effective (average) compliance, $\bar{S}_{i j m n}$, is

$$
\begin{equation*}
\bar{S}_{i j m n}=\bar{S}_{i j m n}^{0}+\bar{S}_{i j m n}^{*} . \tag{7}
\end{equation*}
$$

In (7) $\bar{S}_{i j m n}^{0}$ is the compliance of a pristine specimen. The compliance that is attributable to the presence of a single penny shaped crack embedded in a homogeneous, isotropic and elastic material is $\bar{S}_{i j m n}^{*}$. To facilitate the analytical and computational manipula-
tions of the effective stiffness and compliance tensors it is advantageous to introduce a set of six fourth order tensors. These tensors represent the irreducible integrity basis for all fourth order tensor invariant to permutations of first and second pair of indices defined by the symmetries $\bar{S}_{i j m n} \equiv \bar{S}_{j i m n} \equiv \bar{S}_{i j n m} \equiv \bar{S}_{m n i j}$. The dyadic products of a unit vector $\mathbf{n}$ and the Kronecker delta function that define the two components of these six tensors [4] are

$$
\begin{gather*}
I_{i j m n}^{5}=\frac{1}{2}\left(n_{i} n_{m} \delta_{j n}+n_{i} n_{n} \delta_{j m}+n_{j} n_{m} \delta_{i n}+n_{j} n_{n} \delta_{i m}\right) \quad \text { and } \\
I_{i j m n}^{6}=n_{i} n_{j} n_{n} n_{m} . \tag{8}
\end{gather*}
$$

If the normal stress at the crack surface is tensile, the expression for the compliance that is attributable to a single, planar, pennyshaped crack of radius $a$ has a very simple form

$$
\begin{equation*}
\bar{S}_{i j m n}^{(\alpha)}=\frac{16}{3 V} \frac{1-\nu}{2-\nu} \frac{1}{2 \mu} a^{3}\left\{2 I_{i j m n}^{5}(m)-\nu I_{i j m n}^{6}(m)\right\}, \tag{9}
\end{equation*}
$$

that is expressed in terms of the global (or specimen) coordinate system [11]. The unit vector $m$ identifies the crack plane and can be expressed in the global coordinate system as $m$ $=\{\cos \phi \cos \theta, \cos \phi \sin \theta, \sin \phi\}$ in terms of trigonometric functions of the Euler angles. Following the arguments in $[10,11,18,19]$ where (9) is used as a Green's function, the compliance of a solid containing $N$ penny-shaped microcracks is

$$
\begin{align*}
\bar{S}_{i j m n}^{*}= & \frac{16}{3} \frac{1-\nu}{2-\nu} \frac{1}{2 \mu} \int_{a^{-}}^{a^{+}} a^{3} \vartheta(a) d a \\
& \times \int_{0}^{2 \pi} \int_{-\pi / 2}^{\pi / 2} \bar{F}_{i j m n}(\theta, \phi) \rho(\theta, \phi) \cos \phi d \theta d \phi . \tag{10}
\end{align*}
$$

where $\vartheta(a)$ and $\rho(\theta, \phi)$ are statistical distributions of size and orientation and $\bar{F}_{i j n m}(\theta, \phi)$ is defined by the expression within the curly bracket in (9). This result is based on the assumptions that all cracks are penny-shaped, the crack growth is self-similar, the principle of superposition holds and that the distributions of orientation and size are independent. The set of restrictions makes this model close to be useless because the validity is confined to small damage density.

## 4 Statistical Damage Mechanics

Statistical mechanics establishes the theoretical bridge between the microscopic and macroscopic thermodynamics description of a system. Also, "thermodynamics is an empirically based science that requires no knowledge of the microscopic and macroscopic interactions" (Chaikin and Lubensky [7]).
4.1 Mean-Field Theory. Lev Davidovic Landau's works in mathematics and physics are the foundation of mean-field theory and statistical mechanics. He provided the mathematical tools for the statistical mechanics to establish the connection between random heterogeneous microstructure and macroscopic properties. Statistical mechanics literature, such as Chandler [20], Chaikin and Lubensky [7], Garrod [21], Cardy [22], Fujimoto [23], Kadanoff [24], Chowdhury and Stauffer [25] etc., was forgotten in solid mechanics research. The first mean-field model, by Landau in 1937 (see [21]), is the phase transition from the ferromagnetic phase to the paramagnetic phase as the temperature increases.
4.1.1 Correlation Length. The quantity $\xi(n)$ is the correlation length, i.e., the upper bound of the distance over interacting microcracks. The correlation length is the distance over which the fluctuations of the microscopic degrees of freedom (geometry, distance, Euler angles, specimen dimension, random microtexture, etc.) are significantly correlated with each other [22]. During the damage process the fluctuations of the microaffinities increase with the microcrack density. Thus, the number of degrees of freedom of strongly correlated microcracks is the correlation length.


Fig. 2 Order Parameter. The second and first order chase transitions.

The closer the phase transition, where the largest cluster of the microcracks drives the process, the more the correlation length approaches the specimen characteristic size.
4.1.2 Order Parameter. Order parameters distinguish an ordered from a disordered phase. Even more, the "order parameter is a quantitative measure of the relevant 'order' in the system" [25]. Finally, "the order parameter is the average, $\langle\phi\rangle$, of an operator, $\phi$, which is a function of the dynamical variable in the system Hamiltonian" (Chaikin and Lubensky [7]). The phase transition can be of first or second order. The order of the phase transition depends on the order parameter continuity.

During a brittle deformation of a specimen, under uniaxial extension in $x$ direction, when the damage density is insignificant and correlation length is inferior to the specimen length $L, \mathrm{~L} . \mathrm{M}$. Kachanov's model in (1) can be accepted. For each value of $\bar{D}$, the current effective secant stiffness modulus of the system is $\bar{E}$ $=\bar{E}(\bar{D})=\bar{E}^{0}(1-\bar{D})$. The order parameter, $\langle\phi\rangle=\langle 1-\bar{D}\rangle$, is a time-independent scalar, which is sufficient for the model in this paper. From (1) the relation between macrostrain and macrostress is

$$
\begin{equation*}
\frac{\bar{\sigma}}{\bar{E}^{0} \bar{\varepsilon}_{c}}=\langle 1-\bar{D}\rangle \frac{\bar{\varepsilon}}{\bar{\varepsilon}_{c}} \quad \text { or } \quad \hat{\sigma}=\langle 1-\bar{D}\rangle \hat{\varepsilon}=\langle\phi\rangle \hat{\varepsilon}, \tag{11}
\end{equation*}
$$

with $\bar{\varepsilon}_{c}$ being the macrostrain at the specimen failure.
From (11) the order parameter, $\langle\phi\rangle$, is zero when the strain $\hat{\varepsilon}$ $=\bar{\varepsilon} / \bar{\varepsilon}_{c}$ is unit. Vice versa, when the strain is zero, $\hat{\varepsilon}=0$, the order parameter, $\langle\phi\rangle$, is unit. At both of these states the normalized macrostress $\bar{\sigma} / \bar{E}^{0}$ is zero. If $\langle\phi\rangle$ reaches continuously the zero value, the phase transition, $\hat{\varepsilon}=\bar{\varepsilon} / \bar{\varepsilon}_{c}=1$, is of the second order [Fig. 2(a)]. If $\langle\phi\rangle$ goes discontinuously from zero to a nonzero value at $\hat{\varepsilon}=\bar{\varepsilon} / \bar{\varepsilon}_{c}<1$, the phase transition is of the first order [Fig. $2(b)$. Figures $2(a)$ and 2(b) refer to a 2D quasibrittle lattice.
4.2 Mean Field Theory: Critical Behavior. The importance and utility of mean field approach consist of the robustness to the details underlying the interactions. The mean-field theory at critical behavior is based on two concepts.

1. Universality designates that a problem belongs to a universality class. Universality class is the set of all systems that have same critical properties and fixed points (Kadanoff [24]).
2. Scaling refers to the power law relations that are observed between various quantities (Kardar [26]). The fragmentations, earthquakes (Gutenberg-Richter relation) and fracture of quasibrittle materials (Weibull theory) indicate that the system is invariant under the transformation $\mathbf{r} \rightarrow \lambda \mathbf{r}$, when $\mathbf{r}$ is position.

These two concepts support the bridging between the microscopic and macroscopic parameters. This bridge is the renormalization group theory, that is a transformation involving thinning of degrees of freedom (coarse graining) coupled with a change in the length scale $[7,22,27,28]$.
4.3 Thermodynamics of Griffith Cracks and Thermodynamic Potentials. Experiments demonstrate that isolated systems spontaneously tend to states that are known as equilibrium states, defined by a "small" number of system parameter [20]. The specimen is in contact with heat reservoir to maintain the temperature at $\bar{T}=\bar{T}_{o}=$ const [29] during the damage process. If the system elongation, $\bar{\varepsilon}_{i j}$, is controlled, equilibrated thermodynamic states of the process are defined by the manifolds $\left\{\bar{\sigma}, \bar{D}, \bar{T}_{o}\right\}_{\bar{\varepsilon}}$ on the macroscale. When the elongation, $\bar{\varepsilon}_{i j}$, increases, the macrostress and macrodamage parameters increase as well, i.e., the manifold is $\left\{\bar{\sigma}+\delta \bar{\sigma}, \bar{D}+\delta \bar{D}, \bar{T}_{o}\right\}_{\bar{\varepsilon}}$. This quasistatically damage process can be partitioned in a sequence of many two-steps operations [29]. The two steps are the following:

1. Separating reversibly two surfaces pulling against cohesive forces until two surfaces are not jointed. "By definition of the quantity $2 \gamma$ as the reversible work of (isothermal) separation per unit area, the contribution to the free energy $\Phi$ is $2 \gamma e^{\prime \prime}$ [29].
2. Deforming elastically and quasistatically each element of the damaged specimen so that such elements have the same equilibrated strain-state as that actually induced in the specimen when the microcrack is $\ell$ and the imposed displacement is $\delta \bar{\varepsilon}$.

In polycrystal specimen microcracks will nucleate and propagate either along the grain-boundaries or through the grain. In this work, the resistance energy at the grain-boundary, $2 \gamma_{\mathrm{gb}} n \ell$, is smaller than in the bulk of the grain and the cracking is purely intergranular.
The Gibbs' potential, $\bar{\psi}$, (per unit volume), defined as the Legendre transformation of the Helmholtz free energy density, $\bar{v}$, [30]

$$
\begin{equation*}
\bar{\psi}(\bar{\sigma}, \bar{T}, \bar{H})=\bar{\sigma}: \bar{\varepsilon}-v(\bar{\varepsilon}, \bar{T}, \bar{H})=\bar{\sigma}: \bar{\varepsilon}-\tilde{u}-\bar{T} \bar{\eta} . \tag{12}
\end{equation*}
$$

In (12) $\bar{T}$ is the absolute temperature, $\tilde{u}$ is internal energy density, $d \tilde{u}=\bar{\sigma}_{m n} d \bar{\varepsilon}_{m n}, \bar{H}$ is the history recording parameter, and $\bar{\eta}$ is entropy. Complementary expressions for the average stress and strain (at fixed $\bar{H}$ ) are

$$
\begin{equation*}
\bar{\sigma}_{i j}=\frac{\partial \bar{v}(\bar{\varepsilon}, \bar{T}, \bar{H})}{\partial \bar{\varepsilon}_{i j}} \quad \text { and } \quad \bar{\varepsilon}_{i j}=\frac{\partial \bar{\psi}(\bar{\sigma}, \bar{T}, \bar{H})}{\partial \bar{\sigma}_{i j}} \tag{13}
\end{equation*}
$$

The inelastic (irreversible) changes of Gibbs' potential (per unit volume) occur during processes characterized by the change of the recorded history.

The inelastic (irreversible) changes of two potentials that occur during processes are characterized by the change of the recorded history. The change in the Gibbs' energy density associated with a change of state (isothermal and load-controlled) is [29]

$$
\begin{equation*}
\delta^{i} \bar{\psi}=\frac{1}{V^{0}} \sum_{\alpha} f_{\alpha} \delta \vartheta_{\alpha}=\frac{1}{V^{0}} \sum_{\alpha} \oint_{L_{\alpha}}[G(\sigma, a)-R(\ell)] \delta a(\ell) d \ell \tag{14}
\end{equation*}
$$

In (14) $\delta a(\ell)$ is the "distance" that a point on the microcrack front advanced during the transition between two neighboring states and $\bar{\psi} \equiv V^{0} \bar{\psi}$. Since the entropy production rate is nonnegative the integral in (14) is

$$
\begin{equation*}
\int_{\text {c.f. }} f \dot{\ell} d s \equiv \int_{\text {c.f. }}(G-R) \dot{\ell} d s \equiv \int_{\text {c.f. }} \mathcal{A} \dot{\ell} d s \geqslant 0 . \tag{15}
\end{equation*}
$$

In (15) "c.f." stands for "crack front" and the integral with respect to the arc length $s$ is carried over all extending parts of the microcracking front [29]. Finally, analogously to the Griffith's theory, $G$ is the energy release rate, $R$ is the material resistance to crack extension, and $\mathcal{A}$ is the thermodynamic affinity

$$
\begin{equation*}
\mathcal{A}=G-R . \tag{16}
\end{equation*}
$$

The thermodynamic crack-extension "force" per unit length along the locus of all microcrack fronts, $\bar{F}(\mathrm{~N} / \mathrm{m})$, is (Rice [31])

$$
\begin{equation*}
\bar{F}=\sum_{N}\left(G_{i}-R_{i}\right) \tag{17}
\end{equation*}
$$

The part of the Gibbs' free energy required for damage increase is

$$
\begin{equation*}
d^{i} \bar{\Psi}=\sum_{n}\left(G_{i}-R_{i}\right) d a_{i} \geqslant 0 . \tag{18}
\end{equation*}
$$

In (18) $N$ is number of microcracks, $n$ number of microcracks that increased, and $a$ the microcrack radius. This formulation can be applied to continuum or discrete models but requires thermodynamic equilibrium.

## 5 Mean-Field Theory of Damage

Mean-field theory, at infinite and finite dimensions (see in [7,20,21-25]), provides a tool for considering many processes at phase transitions and at critical states. But, most of those models and procedures do not consider process in materials, which are at microscale random and heterogeneous, and on the macroscale "continuous." Close to the phase transitions and critical states, most continuous engineering materials, such as ceramics, concrete, rock, cementitious composites, etc., become discontinuous on the macroscale. Thus, the material at pristine state and at threshold of failure is not the same.

Research in the statistical physics models is not frequently found in books and journals of engineering mechanics of continuous medium. Weibull's publication in 1939 of the paper "A statistical theory of the strength of material" [32] shows that the threshold of failure scales with the size of the specimen. This engineering work provides the foundation of the "weakness" of material but was published, without any mention of the mean-field theory of Landau in 1937. The other shortcoming of that genre of engineering literature that will benefit by considering mean-field theory is fatigue. Behaviors of small fatigue flaws (of the size from a fraction of millimeter to several millimeters) are still called anomalous. What is "anomalous" is that the models of continuous medium from fracture mechanics are used in fatigue models, even though that material at microscale is heterogeneous [33] and discontinuous.


Fig. 3 Saw-toothed stress versus strain curve during the damage process
5.1 Disordered Matter: Lattice Simulations. A damage tolerant material, that has random heterogeneous microstructure, is modeled in a simple way by a lattice. On the microscale the geometry of a disordered material, either a polycrystal or an amorphous one, can be thought as a random-close-packed particle structure where each particle is connected to the others. In a general sense, each particle can be an atom, a molecule or a grain depending on the specific problem. By assuming to know the nature of the interactions, the matrix of Hamilton's equations of such structure would be full and the simulations laborious. However, the primacy of the "short-range order is very much in evidence in the structure of amorphous solids" (Zallen [34]) and polycrystal material. Limiting the model to the short-range makes large simulations become possible. The x-ray scattering data on amorphous metallic glass, amorphous silicon, amorphous metal and other materials demonstrate that short-range order provides good models and useful data [34]. In this case each atom is connect only to few closer atoms.

In this paper a two-dimension lattice (or network) is used to model the polycrystal material. The sites represent the grain masses and the bonds (links) connect each grain with six close sites. The link consists of a spring of given stiffness that breaks when the load reaches a random tensile threshold. The load is imparted through rigid bars that are applied on the free surfaces of the lattice and are free to translate along given directions. The lattice is rectangular and the macro-strain is homogeneous. Irregular Wigner-Seitz cells can be used to the approximate the grain of fully dense polycrystalline ceramic on the microscale. To simulate the random heterogeneous geometry of real microstructure, the lattice must be irregular.

By a mechanical viewpoint, either finite elements or molecular dynamics can be used to solve spring network, which is indeterminate and globally stable. The latter is used here.

In a displacement controlled monotonic loading, the macrostress versus macrostrain curve resembles a smooth parabola. On the microscale the model the stress versus strain curve is sawtoothed as shown in Fig. 3. The radial segments of the macrostress versus macrostrain curve are linear elastic. The macroparameter manifold for the radial segments are, $\left\{\left(\bar{\sigma}_{i}+\delta \bar{\sigma}_{i}\right), \bar{D}_{i}, \bar{T}_{o}\right\}_{\bar{\varepsilon}_{i}+\delta \bar{\varepsilon}_{i}}$, when the system elongation passes from $\bar{\varepsilon}_{i}$ to $\bar{\varepsilon}_{i}+\bar{\varepsilon}_{i+1}$. The ver-
tical segments, in Fig. 3, are nonstationary and nonequilibrated. In fact the "vertical" segments are not vertical at all.

In reality, microcracks formation and growth are dynamic processes during which shock waves attenuate, interact and reflect within the random material. Damping properties of materials depend on the chemical composition, constitution, homogeneity effects, damage, aging, solid-state transformations, state of internal stress and stress imposed by service conditions (including environmental conditions) [35] that are not known.
5.2 Phase Transitions. The mechanisms of damage evolution on the microscale are the nucleation, propagation, and clustering of microcracks. As the density of microcracks evolves, the effective macrostiffness declines. The rate of damage that evolves depends on the primary mechanism of the damage. If the nucleation is the primary mechanism of damage evolution, the rate of the damage evolution and the reduction of the effective macrostiffness are slower. The rate of macrostiffness decline and damage evolution is higher when the microcracks clustering is the primary mechanism.

A faster decline of the macrostiffness becomes obvious when the process is close to the critical state. Thus, by measuring the rate of the effective macrostiffness, at "pristine" and current states, one can estimate the residual strength and durability of the specimen. Since the damage grows as a stochastic process and the material is randomly heterogeneous on the microscale, the critical state is a random variable. Consequently, residual strength and durability are also random variables. Accordingly, statistical damage mechanics provide the only possible fundamental models of the damage tolerance principles of airplane design [36].
5.3 Phases. There are two phases during the process of damage accumulation from its pristine state to the failure of the specimen. The two phases, hardening and softening, are the reflections of the primary mechanism of damage growth.

Hardening Phase:
a. Damage density develops by microcracks nucleation at the weak links or spots. It is unlikely that the distance between two or more microcracks is small. The amplifying interaction effect of microcracks is insignificant.
b. The specimen is statistically homogeneous and the damage nucleation microcracks is the paramount mechanism of damage rate increase. Close to the peak of the macrostress versus macrostrain, the propagation and clustering mechanisms become dominant. The result is the large reduction of the effective stiffness of the system.
c. The specimen is statistically homogeneous only in part of the hardening phases. This part of the hardening phases may be small. But, when the macrotraction vector is applied, the failure threshold depends on the rate of reduction of the effective system stiffness in that part of the macrostress versus macrostrain curve.

Thus, "micromechanics" models, Section 3.2 in this paper, may provide good data in the hardening phase. However this model cannot furnish any estimate of specimen failure.

During the hardening phase, including the peak, the form of the macrostress versus macrostrain curve does not depend on whether the macrotraction or the conjugate macrodisplacement is applied to the specimen. The experimental data indicate that macroparameters are fractals at the failure [4,37-42].

Softening Phase:
a. The damage process in softening phase depends on the large cluster, formed at the peak of the macrostress versus macrostrain curve, of the microcracks of correlation length, $\xi(\bar{D})$, that spans the specimen. This cluster is known as macrocrack or fault [40,42].
b. Correlation length is a fractal and/or multifractal.
c. The specimen is random heterogeneous.
d. Macroparameters are fractal and/or multifractal.
e. The failure is of the avalanche class $[41,43]$.

When the macrotraction is applied to the specimen, failure happens at the peak of the macrostress versus macrostrain curve, i.e., the softening phase does not exist. Then, the process has only one phase transition namely the failure when $d \bar{\sigma}=0$. This phase is identical to the first phase transition when the conjugate macrodisplacement is applied. For this case there are two phases, i.e., before and after the peak. Thus, it is sufficient to study the process when the macrodisplacement is applied. Finally, when the traction, $\bar{\sigma}$, is applied to the specimen, the failure at the peak is a first-order phase transition [Fig. 2(b)]. When the displacement, $\bar{\varepsilon}$, is controlled, the failure is a second-order phase transition [Fig. $2(a)]$ and happens at $\bar{\sigma}=0$.
5.4 Phase Transition. "Phase transition between two equilibrium phases of matter whose signature is a singularity or discontinuity in some observable quantity" is the phase transition [7]. By considering a specimen loaded under uniaxial tension, the order parameter in (11) can be used:

$$
\begin{equation*}
\langle\phi\rangle=\frac{\bar{E}}{\bar{E}_{0}}=\langle 1-\bar{D}\rangle \quad \text { or } \quad\langle\phi\rangle=e^{-\hat{D}} \tag{19}
\end{equation*}
$$

This order parameter denotes "a fluctuating variable the average value of which provides a signature of the order or broken symmetry in the system" [20].
The Delaunay triangular lattice, used in this work, may furnish good data when the process approaches failure, but not as good as one would desire to predict reliably the failure. This is due to the many approximations in the specific lattice model. Far from the softening phase, the correlation length approaches the specimen length, i.e. coherence length $\xi(\bar{D}) \rightarrow L^{\beta}$, and in reality the largest cluster also grows through the grains. During the same part of the process, the damage increases by avalanches. The macrocrack increases by larger numbers of the microcracks and the affinities of the microcracks in the rest of the specimen stagnate or become lesser (shielding and crack closure).

At the threshold of failure, the order parameter $\langle 1-\bar{D}(\bar{\varepsilon})\rangle$ depends on the damage tolerance of the material, the process dynamics, the damping properties of the matter and the temperature. All these parameters should be embedded in the lattice model. Hence, the lattice in this work cannot simulate correctly the part of the process when the specimen secant effective stiffness is close to zero, $\bar{K}^{*} \approx 0$, and the order parameter $\langle\phi\rangle \approx 0$. In Fig. 2(a) the order parameter curve terminates with dashed lines. Wannier considered a similar problem, in [23], on two distinct magnetizations.
5.5 Hardening Phase: Macro Parameters. The goal of statistical mechanics is to estimate macroparameters, required in engineering, from microscopic descriptions of a system. Scaling concepts provide the tool for the goal. From Weibull to this day tests determined that "power laws are fundamental constants, robust to the details of the underlying interactions" [32]. In this work a two-dimensional triangular lattice substitutes a damage tolerant specimen, i.e., a ceramic in which the microcracks nucleate and propagate along the grain-boundaries.

The simulation data provide the macro-behavior of four lattices of size $L=\{23,47,95,191\}$. From [15], the damage response of the lattice is of the form

$$
\begin{equation*}
\bar{\sigma}=\bar{E}^{0}(1-\bar{D}) \bar{\varepsilon} \quad \text { or } \quad \bar{\sigma}=\bar{E}^{0} e^{-\hat{D}} \bar{\varepsilon} \tag{20}
\end{equation*}
$$

where $\bar{D}$ and $\hat{D}$ is the damage parameters. Thus, the relation $\bar{D}$ versus $\bar{\varepsilon}$ fully describes the stochastic part of process. In this process the order parameter, $\langle 1-\bar{D}(\bar{\varepsilon})\rangle$, depends on the scaling function, $\bar{D}(\bar{\varepsilon})$. The damage parameter for the lattice is


Fig. 4 The $\bar{\sigma}$ versus $\bar{\varepsilon}$ and $\bar{D}$ versus $\bar{\varepsilon}$ curves from simulation data

$$
\begin{equation*}
\bar{D} \sim \frac{n}{L^{2}}, \tag{21}
\end{equation*}
$$

where $n$ is the number of broken bonds from simulations. The macrostress versus macrostrain curves, $\bar{\sigma}$ versus $\bar{\varepsilon}$, and the damage versus macrostrain curves, $\bar{D}$ versus $\bar{\varepsilon}$ are shown in Fig. 4 (curves in Fig. 4 are mean curves of a sample of 10 replicates per lattice size). The collapse of simulation data in Fig. $5(b)$ is obtained when relation (21) is $\bar{D}=\left(2 e^{-1.6}\right)^{-1} n L^{-2}$. The number of broken bonds at the force peak, $N_{p}$, is a fractal quantity (already in [43]) and the curve $N_{p}$ versus $L$ is a straight line in the $\log -\log$ plot. The exponent -1.6 of the exponential in the latter expression equals the intercept of such straight line (plot not shown). Markers in Fig. 4 correspond to the values of damage at the peak of the curves $\bar{\sigma}$ versus $\bar{\varepsilon}$. The location of such peak points is different for each lattice.

In this paper, the Family-Vicsek scaling relations in [28] are reinterpreted to make the damage curves collapse on a single curve throughout the hardening regime. The relations are

$$
\begin{equation*}
\bar{D}(\bar{\varepsilon}, L)=L^{\alpha} f\left(\frac{\bar{\varepsilon}}{L^{\gamma}}\right) \quad \text { and } \quad \gamma=\frac{\alpha}{\beta} \tag{22}
\end{equation*}
$$

where $\alpha, \gamma, \beta$ are, respectively, the scaling exponent of $\bar{D}$, the scaling exponent of $\bar{\varepsilon}$ and the exponent of the power law that fits


Fig. 5 Simulation data in the hardening phase after the scaling
the data better at the origin. In lieu of the linearity of Fig. 5(b) in the beginning, $\beta=1$ and $\gamma=\alpha$. Thus, there is only one degree of freedom, $\alpha$, and (22) can be rewritten as

$$
\begin{equation*}
\bar{D}(\bar{\varepsilon}, L)=L^{\alpha} f\left(\frac{\bar{\varepsilon}}{L^{\alpha}}\right) \tag{23}
\end{equation*}
$$

The data of the hardening phase, shown in Fig. 5 by dashed lines, collapsed for $\alpha=-0.035$ and the peak points clustered around $\left(\bar{\varepsilon} / L^{\alpha}, \bar{D} / L^{\alpha}\right)_{p}=(0.0021,0.5)$ remarkably well for all lattice sizes. This is important in deducing the macroparameter and the macrostress versus macrostrain relations from pristine state to failure. The scaling (23) is feasible because the damage at the peak is a fractal quantity that plays the role of the saturation threshold in [28]. In the beginning the simulation data are close to a straight line but deviate progressively at the peak. The simple analytical formula for the damage parameter,

$$
\begin{equation*}
\bar{D}=a \bar{\varepsilon}+b \frac{\bar{\varepsilon}^{2}}{L^{\alpha}}, \tag{24}
\end{equation*}
$$

captures the data simulation of the hardening phase (solid line in Fig. 5). The coefficients $a$ and $b$ are deduced from simulations. The parameter, $a$, is the nucleation damage rate (Fig. 5, dasheddotted line) and $b$ governs the rate of data deviation from the straight line, i.e., the effect of the interaction of microcracks at the threshold of the transition. For the fitted model in Fig. 6, a set of parameters is $a=\partial \bar{D} /\left.\partial \bar{\varepsilon}\right|_{0}=275$ and $b=L^{\alpha} / 2 \bar{\varepsilon}_{p}\left(\partial \bar{D} /\left.\partial \bar{\varepsilon}\right|_{p}\right.$ $\left.-\partial \bar{D} /\left.\partial \bar{\varepsilon}\right|_{0}\right)=-14,862$.

The selection of the order parameter is correct if the macrodamage parameter, $\bar{D}(\bar{\varepsilon})$ versus $\bar{\varepsilon}$, collapses on a single curve for all sample averages of specimen sizes. This test of the selection of the order parameter, $\langle 1-\bar{D}\rangle$, was passed as shown in Fig. 5.
5.6 Softening Phase: Macro Parameters. The requirement of a non-negative entropy production rate, as the temperature is positive, is

$$
\begin{equation*}
\sum_{i}\left(G_{i}-R_{i}\right) \ell_{i}=\overline{\mathcal{A}} \ell \geqslant 0 . \tag{25}
\end{equation*}
$$

In (25) $\overline{\mathcal{A}}=\sum_{i}\left(G_{i}-R_{i}\right)$ is the affinity defined earlier that determines the damage or thermodynamic force that drive the evolution (link rupture). For an increment of applied displacement $\Delta \bar{\varepsilon}$, the increment of length is $\Delta \bar{\ell}$. As the affinity of a link reaches zero, the link breaks. The smallest increment of damage is when only one link breaks. The force that the broken link was carrying


Fig. 6 Multifractal distribution of the qth moments of the microaffinity distribution
is distributed to the other links such that the complementary work and the minimum value of the complementary energy are satisfied. The force of the dismembered link is distributed to the links of negative affinity, in accordance with equilibrium and compatibility conditions. At that point, defined by the applied macrodisplacement, $\bar{\varepsilon}_{x}$, the survival links carry the force of the broken links and their affinities is $\left(\mathcal{A}_{i}+\Delta \mathcal{A}_{i}\right)<0$. Thus, on microscale there are only two processes: (1) $\max \left(\mathcal{A}_{i}+\Delta \mathcal{A}_{i}\right)<0$ and (2) $\max \left(\mathcal{A}_{i}+\Delta \mathcal{A}_{i}\right) \geqslant 0$. Process (1) dominates the hardening phase as the damage grows by one link at time. Process (2) dominates the softening phase as the damage grows by two or more link at the time. The number of links at damage grows is the order of bursts.

Hemmer and Hansen in [44] ascertained that this evolution of the process involves a sequence of bursts (avalanches) during which a group of links fails in the simulation. They derived the analytical expression for the distribution law for bursts and also determined that the distribution of numbers of broken links during the simulation is a fractal.

At the threshold of failure, one may conclude that small numbers of links at the tip of the largest cluster carry the largest force. However, the material of the cluster tip is heterogeneous. Generally, the macroenergy release rate, $G$, drives the damage process and the material resistance, $R$, determines the geometry of the clusters. The microaffinity intrinsically accounts for this difference by definition (25) and has a strong physical significance. In the large microaffinities, $\mathcal{A} \Rightarrow O$, is concentrated at tip of the largest cluster similar to the "Barenblatt strip" [45]. The affinities of the links in the "singularity dominated zone" [46] are large but not as large as those in the "Barenblatt strip." Therefore, the distribution of links affinities is a multifractal, because the on position in space and their strength of "Barenblatt strip," "singularity dominated zone" and other zones, which is fractals. Thus, bases of the softening process are the two discontinuous fields, namely the distributions of microtexture of the specimen and the distribution of link affinities.

These fields are in accord with the multifractal measures where "knowledge of the fractal dimension of a set, is insufficient to characterize its geometry, and, all the more so, any physical phenomenon occurring on this set" (Gouyet [47]). Multifractal analysis is the proper tool when links breakdown into a "collection of sets having different singularities" (Hansen and Roux [43]).

Following Gouyet [47] the "multifractal character is connected with the heterogeneous nature of the distribution." The scaling law of $\langle\mathcal{M}(\mathcal{R})\rangle$, where mass is $\mathcal{M}(\mathcal{R})$ and $\mathcal{R}$ is the radius of sphere centered on the fractal at $x_{i}$, is $\mathcal{R}^{\kappa}$. If all moments modulate like as $\left\langle\mathcal{M}(\mathcal{R})^{q}\right\rangle \propto\langle\mathcal{M}(\mathcal{R})\rangle^{q}$, for all $q$, the fractal distribution is characterization by the sole exponent $\kappa$, and the fractal distribution is homogeneous. For heterogeneous fractals of broad dis-
tribution, $P(\mathcal{M})$, of the masses the sole exponent $\kappa$ is not sufficient. In this case the quantities $f(\alpha)$ and $\tau(q)$ "characterize the distributing heterogeneity's of the measures known as multifractal measures" [47].

The entropy production rate in a heterogeneous (or discontinuous) system is

$$
\begin{equation*}
\Lambda=\frac{1}{T} \sum_{i}\left(G_{i}-R_{i}\right) \dot{\ell}_{i}=\frac{1}{T} \sum_{i} \mathcal{A}_{i} \dot{\ell}_{i}=\frac{1}{T} \overline{\mathcal{A}} \dot{\bar{\ell}} \tag{26}
\end{equation*}
$$

In relation (26) $\overline{\mathcal{A}}$ total affinity and $\dot{\bar{\ell}}$ is the total rate of the damage parameter

$$
\begin{equation*}
\overline{\mathcal{A}}=\sum_{i} \mathcal{A}_{i}=\sum_{i}\left(G_{i}-R_{i}\right) \quad \text { and } \quad \dot{\bar{\ell}}=\sum_{i} \dot{\ell}_{i} \tag{27}
\end{equation*}
$$

Since the absolute temperature, $T$, is non-negative the entropy production rate will also be non-negative.
The statistical moments of the distribution of link affinities in the asymptotic neighborhood of the phase transition can be written in the form [11]

$$
\begin{equation*}
M_{k}(L)=\sum_{j} \mathcal{A}_{j}^{k} n\left(\mathcal{A}_{j}, L\right) \cong \int_{0}^{1} \mathcal{A}^{k} n\left(\mathcal{A}_{j}, L\right) d \mathcal{A} . \tag{28}
\end{equation*}
$$

In (28) $\mathcal{A}_{j}$ is the normalized affinity carried by the $j$ th link, while $n\left(\mathcal{A}_{j}, L\right)$ is the number of links conducting an affinity $\mathcal{A}_{j}(-\infty$ $<\mathcal{A}_{j} \leqslant 0$ ) in lattice of size $L$. Using the relation in (28) the problem of the determination of the distribution of affinity transmitted by individual links of a lattice is reduced to the determination of a set of exponents $z(k)$. These exponents must be size-independent to be useful in analyses. For a finite $k$ the product $n\left(\mathcal{A}_{k}, L\right) \mathcal{A}^{k}$ is very small for both $\mathcal{A} \rightarrow-\infty$ and $\mathcal{A} \rightarrow 0$. For $\mathcal{A}=-\infty$ and finite $n$ this product is obviously equal to zero. Moreover, the fraction of cutting links $n\left(\mathcal{A}_{k} \rightarrow 0, L\right)$, which carry the affinities close to zero, is a minuscule part of the total affinity. Thus, the product $n\left(\mathcal{A}_{k}, L\right) \mathcal{A}^{k}$ peaks at an intermediate value of the affinity $\mathcal{A}_{i}$ of the normalized affinity $i$. All peaks become sharper with the increase of lattice size $L$. Assuming that the peak is very steep, the sum in (28) can be approximated by a single (dominant) term as

$$
\begin{equation*}
M_{k} \approx n\left(\mathcal{A}_{k}, L\right) \mathcal{A}_{k}^{k} \tag{29}
\end{equation*}
$$

Mathematically, the expression (29) can also be interpreted as an estimate of the integral equation in (28) derived by using the method of steepest descent (or the saddle point). The approximation (29) is consistent with the conjecture that each statistical moment of the current distribution in the lattice is supported by a different fractal subset of the backbone. The affinity, $\mathcal{A}_{k}$, at which the integrand of (28) peaks, is determined in a traditional way by setting to zero its first derivative.

Employing the stratagem in [43] for the currents in the electrical network, assume that local affinities, $\mathcal{A}$, scale as $\mathcal{A} \propto L^{\alpha}$, and that their support is a fractal object, as in the "Barenblatt" strip, of dimension $f, n(\mathcal{A}) \propto L^{f}$. Thus, the moment (29) of order $q$ in the softening phase is

$$
\begin{equation*}
M(q) \propto L^{f} L^{\alpha q}=L^{\chi(q)} \quad \text { when } \quad \chi(q)=\alpha q+f . \tag{30}
\end{equation*}
$$

Since the function $\chi(q)$ is not affine in $\alpha$ Hansen and Roux assumed "that instead of a single set of such currents, there exist a large number of such values of $\alpha$, and for each of them a corresponding $f(\alpha)$ dimension." Thereupon, the function $\chi(q)$ is

$$
\begin{equation*}
\chi(q)=\max _{\alpha}[\alpha q+f(\alpha)] . \tag{31}
\end{equation*}
$$

Thus, the exponent $\chi$ can be computed for the selected function $f(\alpha)$. Using the extremum condition, the function in (31) leads to

$$
\begin{equation*}
f^{\prime}(\alpha)=-q . \tag{32}
\end{equation*}
$$



Fig. 7 Scaling procedure of the data in the softening regime

The condition (32) designates the value of $\alpha$ that contributes most importantly to the scaling of the $q$ th moment. With this value of $\alpha=\alpha(q)$ the function in (31) is

$$
\begin{equation*}
\chi(q)=q \alpha(q)+f(\alpha(q)) . \tag{33}
\end{equation*}
$$

The derivative of $\chi$ function with respects to $q$ is

$$
\begin{equation*}
\frac{d \chi(q)}{d q}=\alpha(q)+\left[q+f^{\prime}(\alpha(q))\right] \frac{d \alpha(q)}{d q} . \tag{34}
\end{equation*}
$$

From (32), $\alpha(q)$ and $f(q)$ are

$$
\begin{equation*}
\alpha(q)=\frac{d \chi(q)}{d q} \quad \text { and } \quad f(\alpha(q))=\chi(q)-q \alpha(q) . \tag{35}
\end{equation*}
$$

Gouyet derived the same expression (35) for multinomial fractal measures. Hence, knowing the function $\chi(q)$ in (30) is equivalent to the knowledge of (35). By virtue of (30), since the $q$ th moments plot on straight lines in Fig. 6, the distribution of microaffinities is multifractal.

Relations (35) are similar to a Legendre transform. The parameter $q$ allows selecting subsets $E_{\alpha}$ of the set $E$, i.e., $E=\cup_{\alpha} E_{\alpha}$. The two functions $f(\alpha)$ and $\chi(q)$ are related by the Legendre transform in (33). The properties of the multifractal spectrum, $f(\alpha)$, are:

1. The determination of the scaling exponent of the moment or order $q$ takes one single set of links from (30) and is tangent to the spectrum that has slope $-q$ [43].
2. The maximum of $f(\alpha)$ corresponds to a uniform measure on the support [47]. From (33) the exponent $\alpha$ is maximum.
3. The Legendre transform allows one to pass from the equation $f=f(\alpha)$ to a plane curve to the equation $\tau=\tau(q)$, of the same curve, by elimination $\alpha$ between $q=d f / d \alpha$ and $\tau$ $=f-q \alpha$ [47].
The scaling (23) takes care only of the first part of the process. In the softening regime the damage curves are, indeed, still scattered [Fig. 7(a)]. It is possible to scale the data also in the softening phase because of the existence of fractal sets. The new scaling is applied only to the data of the softening regime and new coordinates, $\bar{D}_{s}$ and $\bar{\varepsilon}_{s}$ are defined as

$$
\left\{\begin{array}{c}
\bar{\varepsilon}_{s}=\frac{\Delta \bar{\varepsilon}}{L^{\alpha}}=\frac{\bar{\varepsilon}-\bar{\varepsilon}_{p}}{L^{\alpha}}  \tag{36}\\
\bar{D}_{s}=\frac{\Delta \bar{D}}{L^{\alpha}}=\frac{\bar{D}}{L^{\alpha}}-0.5
\end{array}\right.
$$

with respect to a new frame of reference. In Fig. 7(a), the origin of the new coordinates is the point $\left(\bar{\varepsilon}_{p}, \bar{D}_{p}\right)=(0.0021,0.5)$, where the peak points collapsed in Fig. 5.

There are some similarities between the crystal-growth phenomena in [28] and the propagation/clustering mechanisms in the softening regime. Hence, a scaling similar to (23) is used. Since the new set of data, $\bar{D}_{s}$ versus $\bar{\varepsilon}_{s}$, does not have a large curvature at the origin, $\beta=1$ is assumed and the new scaling relation is

$$
\begin{equation*}
\bar{D}_{s}\left(\bar{\varepsilon}_{s}, L\right)=L^{z} g\left(\frac{\bar{\varepsilon}_{s}}{L^{z}}\right) . \tag{37}
\end{equation*}
$$

The result of (37) is shown in Fig. 7(b), with $z=-0.52$. The data collapse is evident and provides a useful piece of information in deducing the macroparameters and the threshold of failure. The analytical function for the damage parameter

$$
\begin{equation*}
\bar{D}=L^{\alpha} \bar{D}_{p}+a_{1} L^{\alpha} \bar{\varepsilon}_{s}+b_{1} L^{\alpha} L^{z}\left(1-e^{-c_{1}\left(\bar{\varepsilon}_{s} / L^{z}\right)}\right) \tag{38}
\end{equation*}
$$

describes very well the softening data as shown in Fig. 8. The three parameters $a_{1}, b_{1}, c_{1}$ are determined from simulations but


Fig. 8 Data in the softening regime after scaling
they are not independent. After the scaling (37), the softening data maintain $C^{1}$ continuity with the hardening data from (23) [Fig. $7(b)]$. This provides the first condition

$$
\begin{equation*}
a_{1}+b_{1} c_{1}=\left.\frac{\partial \bar{D}}{\partial \bar{\varepsilon}}\right|_{\bar{\varepsilon}_{p}} . \tag{39}
\end{equation*}
$$

At the end of the transition, characterized by a continuous slope change, the softening data collapse on a straight line of slope $a_{1}$ $=\partial \bar{D} /\left.\partial \bar{\varepsilon}\right|_{\text {failure }}$. Hence, given $a_{1}$ and (39), only one degree of freedom is left in (38). The pair $\left\{b_{1}, c_{1}\right\}$ is chosen to optimize the data fit. (A nonlinear regression analysis is needed to this purpose.) When the transition is complete at the saturation, the third term in (39) tends to the constant $b_{1}$. For the data in Fig. 8(b), the values are $a_{1}=15.80, b_{1}=2.2$, and $c_{1}=100$.

The usage of analytical expression (24) and (39) allows the estimates of the damage parameter in the entire range of the damage process and for any lattice size.
"Fractal geometry is a mathematical tool dealing with complex system that have no characteristic length scale" [47]. One of those complex systems is the specimen whose macroparameter changes as the damage increases.

The macroproperties of systems in "micromechanics" models [9-12], is based on the averaging models, such as the selfconsistent and differential methods, and Hashin-Shtrikman variational principle. However, the damage process is ergodic only when the damage density is not at the residual strength and failure. The model based on the statistical mechanics, thermodynamics, fractal and multifractal measure of random geometry can be used when the damage process is ergodic and not ergodic. Moreover, the principle of local action, in the introduction of this paper, is a principle only when the affinity, $\mathcal{A}$, is the measure of "generalized forces," and the entropy production rate conjugate to the rate of the damage, $\Delta \bar{D}$. Finally, the order parameter, $\langle 1-\bar{D}\rangle$, is the measure of the influence of the damage on the specimen.

## 6 Conclusion and Summary

Progress in engineering technology and design depends on the research in physics, mathematics, materials sciences, testing and measurement models, and computational science. In recent years the goal of aeronautical and power plant engineering is to formulate methods based on damage tolerance principles, i.e., durability of a system, whose performance is diminished by "multiple site damage."

The first principle of aeronautical design is the structural airworthiness. The "redundancy of the fail-safe structures is desirable to the extent that is economically feasible to provide structural safety" [36]. Structural characteristics, such as the damage tolerance and durability, of aeronautical and all technology, cannot be measured. Fundamental goal of the durability of a structure is its fatigue life $[33,42]$. For most of the total life of a fatigue crack, its length is of grain boundary size or smaller. However, microcracks, as in this paper, grow much less than macrocracks. The appellation anomalous for small fatigue cracks is not correct [33]. Fatigue cracks are microcracks, or short cracks, most of the time and it is the fatigue analysis that is anomalous. A short crack, sees material as being a random heterogeneous matter. "Micromechanics" models see the material as statistical homogeneity and the process ergodic. As the largest affinity is always larger than the average affinity, the micromechanics model will always overpredict the residual strength. The overstate prediction of structural strength and durability is larger when the structure is larger.

To estimate the damage growth, needed for structural maintenance and durability, one needs a model that conforms to the physical process and the material on the microscale. Most of the materials are continuous on the macroscale but random heterogeneous on all other scales. The microscale geometry changes are not insignificant as damage grows in a random heterogeneous crystalline solid. As the microgeometry changes, fresh microc-
racks nucleate, old microcracks grow and/or crystal deforms and rotates, and the set of number of degrees of freedom is very large. The solution of the large number of degrees of freedom problem asks for statistical physics and fractal geometry.
Durability and residual strength are two parameters, which define the microcracks order and density at the specimen passage to the failure. The goal of the method in this paper, composed by solid mechanics, statistical physics and thermodynamics, is to estimate the durability and residual strength of systems from airplanes to semiconductors. This method establishes the connection between macroparameters and the random processes on all scale using the renormalization group transformation. In this work macroparameters are deduced from the microcracks and random heterogeneity of the material.
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An approximate approach to the calculation of displacements, strains, and stresses near edges and corners in symmetric rectangular layered plates of dissimilar isotropic materials under thermal load is presented. In the thickness direction the plate is discretized into an arbitrary number of sublayers/mathematical layers. A layerwise linear displacement field is formulated such that the terms according to classical laminate plate theory are upgraded with unknown in-plane functions and a linear interpolation scheme through the layer thickness in order to describe edge and corner perturbations. By virtue of the principle of minimum potential energy the governing coupled Euler-Lagrange differential equations are derived, which in the case of free-edge effects allow a closed-form solution for the unknown inplane functions. Free-corner effects are investigated by combining the displacement formulations of the two interacting free-edge effects. Hence, all state variables in the plate are obtained in a closed-form manner. Boundary conditions of traction free plate edges are satisfied in an integral sense. The present methodology is easily applied and requires only reasonable computational expenses. [DOI: 10.1115/1.1827247]

## 1 Introduction

The application of layered materials in the field of structural mechanics requires adequate means of calculation for all state variables, i.e., displacements, strains, and stresses. The most common analysis tool is the Classical Laminate Plate Theory (short: CLPT, see, e.g., [1]) which can be considered as an extension of Kirchhoff's plate theory. CLPT is widely used but fails to predict accurate results in the vicinity of edges and corners of layered structures where due to the discontinuous change of material properties in the layer interfaces localized three-dimensional and singular interlaminar stress fields occur (so-called free-edge effects [2-49] and free-corner effects [50-56]) that may lead to interlaminar failure modes like, e.g., delaminations. Free-edge effects in composite laminates have a good tradition in scientific research throughout more than 30 years. Numerical, closed-form and experimental approaches employing a broad variety of methodologies are reported. In the following we give a short selective review concerning scientific developments on free-edge effects.

Early numerical works employing the finite difference method were reported by Pipes/Pagano [2] and Altus et al. [3], wherein the work [2] must be especially appreciated as a pioneering contribution which triggered countless other investigations in the years to come: Note, that the free-edge effect is often referred to as "Pipes-Pagano-problem." Standard displacement based finite element methods were employed by Wang/Crossman [4], Raju/ Crews [5], Whitcomb et al. [6], or Wu [7]. Due to the singular stress concentrations at the free-edge interface point, mesh refinements around the singularity center were applied. Especially adjusted element formulations were employed by, e.g., Spilker/Chou [8], Wang/Yuan [9], Robbins/Reddy [10], Gaudenzi et al. [11], or Mannini/Gaudenzi [12]. Other numerical approaches like, e.g., the boundary element method or the scaled boundary finite element method for the investigation of free-edge stress concentrations were also reported (Davi [13], Lindemann/Becker [14]). Purely numerical investigations of singular stress concentration problems

[^12]usually require high computational effort, hence approximate analytic methods which capture free-edge and free-corner effects adequately are of particular interest and practical importance, especially since until today there is no exact elasticity solution of the free-edge problem available. In 1967, Hayashi [15] published an approximate closed-form analytical study concerning interlaminar shear stress concentrations in crossply laminates. Consideration of equilibrium requirements between the anisotropic laminate layers led to simple trigonometric hyperbolic functions for the interlaminar shear stress distributions. To the best of the authors' knowledge, Hayashi's work is an early publication available on freeedge stress concentration phenomena. A quite similar early study based on simple equilibrium formulations was published by Puppo/Evensen [16]. Pagano [17] used a single layer theory employing the kinematic assumptions of Mindlin's plate theory with an additional linear thickness term and calculated interlaminar normal stresses in the symmetry plane of crossply laminates. Pipes/Pagano [18] derived an approximate elasticity solution for angle-ply laminates under uniaxial extension by expanding the displacements as Fourier-series. Tang [19] and Tang/Levy [20] as well as $\mathrm{Hsu} / H e r a k o v i c h ~[21] ~ e m p l o y e d ~ p e r t u r b a t i o n ~ t e c h n i q u e s . ~$ Pagano [22,23] proposed a variational model based on inplane stress assumptions for the stress analysis in arbitrary composite laminates and outlined a specialization of his general theory to the free-edge problem. Kassapoglou/Lagace [24] introduced the socalled force balance method which is based on assumptions for the inplane stresses in the form of exponential inplane terms and polynomials through the thickness, with a subsequent application of the principle of minimum complementary energy. It is worth noting that due to its simplicity yet astonishing accuracy this method has been adapted and refined by a good number of authors. A single layer theory approach with polynomial thickness terms was utilized by Krishna Murty/Hari Kumar [25]. Rose/ Herakovich [26] presented a refined version of the force balance method upgraded by additional stress functions which explicitly take into account the mismatches of the material properties of adjacent dissimilar laminate layers. Yin [27] investigated laminates with arbitrary layup under uniaxial extension, bending, and torsion and employed Lekhnitskii's stress functions and the principle of minimum complementary potential for the description of free-edge stress fields. Becker [28,29] employed single layer higher order displacement based theories for symmetric crossply and angle-ply layups and formulated trigonometric thickness warping terms especially adapted to the considered free-edge situations. Zhu/Lam [30] used a Rayleigh-Ritz formulation in con-
junction with a layerwise displacement field in the form of products of in-plane and thickness terms. Tahani/Nosier [31] used layerwise linear displacement formulations and a variational principle for free-edge effects in pure crossply layups. The asymptotic analysis of the state variables in the vicinity of singular free-edge interface points has also been the topic of thorough investigations and is relevant until this very day. A selection of works is given with, e.g., Ting/Chou [32], Wang/Choi [33,34], Zwiers et al. [35], Delale [36], Bar-Yoseph/Avrashi [37], Ding/Kumosa [38], Gu/ Belytschko [39], Kim/Im [40], Chaudhuri/Xie [41] or Chue/Liu [42]. Finally, experimental studies on free-edge effects are also of interest. Let us cite the works of, e.g., Pipes/Daniel [43], Whitney/ Browning [44], Herakovich et al. [45], or Herakovich [46,47]. The interested reader may also refer to exhaustive review papers available on free-edge stress concentration problems, see, e.g., Herakovich [46], Kant/Swaminathan [48], or the present authors [49].

Compared to the amount of available investigations on freeedge effects, the number of works that are concerned with freecorner effects is considerably lower. Becker et al. [50] presented an expanded version of the force-balance method for the investigation of rectangular corners in crossply plates under uniform thermal load. Dimitrov et al. [51,52] investigated the orders of the occurring stress singularities for a good number of free-corner geometries and laminate layups by employing a variational formulation with a subsequent finite element boundary discretization. A similar numerical approach was presented by Labossiere/Dunn [53] for the three-dimensional asymptotic study of free corners in bimaterial joints consisting of isotropic materials. Mittelstedt/ Becker [54] considered crossply laminates under thermal load and presented a simple higher order displacement approach based on a single layer theory employing trigonometric thickness warping terms. In 2003 and 2004, the same authors [55,56] expanded the method presented in [50] on angle-ply laminates and arbitrary nonorthotropic layups.

In all it can be concluded that there is an obvious lack of knowledge about what exactly happens in the vicinity of free laminate corners. Hence, in the present paper we develop a displacement based approach for free-corner effects in thermally loaded symmetric layered plates consisting of isotropic layers. The plate is supposed to include rectangular corners and is subdivided into an arbitrary number of mathematical layers through the thickness. The applied layerwise displacement formulation consists of CLPT terms combined with special perturbation terms and employs a linear thickness interpolation scheme between the interfaces of the mathematical layers in which unknown displacement functions with respect to the inplane coordinates are defined. As the thickness distribution of the displacements is assumed a priori, the actual three-dimensional problem is reduced to a twodimensional one. The unknown interface in-plane functions are determined by employing the principle of minimum potential energy. The resultant governing Euler-Lagrange differential equations allow a closed-form solution since due to some simplifying assumptions we are able to uncouple the problem with respect to the two inplane coordinates. The boundary conditions of traction free plate edges are fulfilled in an average sense by utilizing an integral formulation. The method requires only reasonable computational resources, can be run on every standard personal computer employing standard programming languages and enables an important insight into the underlying mechanics of free-corner effects in isotropic laminates which to the best of the authors' knowledge has not been done before.

The use of displacement based layerwise theories for the computation of displacements and stresses in layered structures for a broad variety of analysis purposes has been reported in a good number of publications, whereas these higher order theories have been mostly applied to problems of bending, free vibration, or buckling of layered plates or shells. Excellent review works are available [57-61]. In general, the strategy of such layerwise theo-
ries is to simplify the three-dimensional theory of elasticity to a two-dimensional problem by postulating a displacement field in the form of a priori assumed displacement shapes with respect to the thickness coordinate whereas the in-plane displacement functions remain unknown and are the objectives of the actual computations. The governing equations are then usually derived by application of variational principles. The advantage of variationally consistent theories is that such formulations naturally lead to adequate finite element formulations in a straightforward way for numerical evaluations of the given theory. This is, however, not the objective of the present paper. The displacement formulations require at least $\mathrm{C}^{0}$-continuity. The application of layerwise theories has a good tradition for more than the last three decades as the works of Whitney [62], Mau [63], Srinivas [64], and Sun/Whitney [65] show. A frequent employment of layerwise theories for laminated structures can be detected since the 1980s. Selecting some publications found in the open literature, it is noted that the employed layerwise theories do not only differ with respect to the utilized displacement formulations but can also be subdivided according to the applied requirements of continuity for the interlaminar stresses in the layer interfaces, the neglect or consideration of interlaminar normal stresses and the treatment of the transverse displacements. Since the number of publications concerning layerwise higher order theories for laminated structures is impressingly high, the following overview is a selective one. In 1987, Reddy [66] introduced a general higher order theory for plane layered structures allowing for arbitrary approximations with respect to the thickness direction. From the general expressions included therein, many of the known higher order theories can be derived as special cases, which is also true for the present method. Theories which apply linear thickness terms for the displacements and which are of special interest within the scope of the present contribution were applied by a good number of researchers. Di Sciuva [67] investigated bending, buckling, and free vibration of layered plates. Murakami [68] assumed layerwise linear displacement shapes in conjunction with a global approach applying Mindlin kinematics. The shear stresses were assumed as quadratic functions. The governing equations were derived by application of Reissner's variational functional. Reddy/Savoia [69] investigated the buckling and postbuckling behavior of layered cylindrical shells. In 1993, Nosier et al. [70] studied the dynamic behavior of crossply laminates. Wisniewski/Schrefler [71] used a layerwise linear approach in conjunction with Tschebyschew and Taylor polynomials of arbitrary order for the description of the mechanical behavior of composite beams. Reddy/Starnes [72] studied the buckling behavior of layered cylindrical shells with discrete stiffeners. Cho/Parmerter [73,74] used a combination of a global cubic displacement variation through the laminate thickness and a layerwise linear approach for the investigation of symmetric und unsymmetric lamination schemes. In 1994, He [75] applied a layerwise linear approach in conjunction with a global cubic equivalent single layer formulation. Liu et al. [76] employed layerwise linear displacement shapes in conjunction with Legendre polynomials. Chattopadhyay/Gu [77] investigated the buckling behavior of cylindrical shells with delaminations. Kam/ Jan [78] numerically investigated the first ply failure of laminates with arbitrary layup by developing an eight noded finite element. Di/Rothert [79] in 1995 applied a global cubic displacement variation through the entire laminate thickness in conjunction with a linear layerwise displacement formulation and investigated cylindrical shells with arbitrary layups. Khatri/Asnani [80] conducted dynamic analyses of conical crossply shells with elastic and viscoelastic layers. Ossadzow et al. [81] employed layerwise linear displacement shapes with global trigonometric functions. In 1996, He/Zhang [82] investigated the bending of simply supported rectangular unsymmetric angle-ply plates. Kassegne/Reddy [83] applied a linear layerwise approach for the buckling and vibration analysis of discretely stiffened cylindrical shells. For the investigation of laminated plates under thermal and/or mechanical load,


Fig. 1 Exemplary layered plate, discretization scheme, nomenclature

Ali et al. [84] used a global cubic and layerwise linear displacement approach for the in-plane displacements whereas the transverse displacement was assumed to be of a global parabolic form. In 2000, Cho/Averill [85] used linear layerwise approaches for arbitrary lamination schemes and developed a corresponding finite element formulation.

A further study of the literature on layerwise higher order theories shows that a good number of the applied theories neglects the dependence of the transverse displacement component on the thickness coordinate. Furthermore, in some of the investigated theories the interlaminar normal stress is also neglected. As long as we consider problems like, e.g., the bending, vibration, or buckling of layered plates or shells, these might be adequate simplifications. However, these typical assumptions are improper when stress concentration phenomena like free-edge and freecorner effects in composite laminates are to be considered. Hence, for the purposes of the present paper we must find a layerwise displacement formulation that involves a fully threedimensional displacement field and a fully engaged stress tensor yet which allows closed-form computations with reasonable effort and accuracy.

## 2 Analysis Approach

2.1 Prerequisites. Consider a rectangular layered plate (Fig. 1) with total thickness $d$, in-plane dimensions $2 l_{1}$ and $2 l_{2}$ and symmetric lamination scheme $\left[m_{1}, m_{2}, \ldots, m_{n / 2}\right]_{S}$ consisting of $n$ physical isotropic plies with the materials $m_{1}, m_{2}, \ldots, m_{n / 2}$ under a uniform thermal load $\Delta T$. Let us subdivide each physical layer into an arbitrary number of mathematical layers, resulting in an overall number of $n_{L}$ mathematical plies in the entire plate. The orthonormal reference axes $x_{1}, x_{2}, x_{3}$ are situated in the laminate middle plane (which is also the plane of symmetry), with $x_{3}$ being the thickness direction. The mathematical layer $(k)$ with the thickness $d^{(k)}=x_{3(k)}-x_{3(k-1)}$ is bounded by the lower interface $(k)$ with the thickness coordinate $x_{3}=x_{3(k-1)}$ and the upper interface $(k+1)$ at $x_{3}=x_{3(k)}$. The volume of the plate is denoted as $V$, the layer ( $k$ ) has the volume $V^{(k)}$.
2.2 Constitutive CLPT Plate Behavior. The constitutive law for a layered plate according to CLPT can be written as follows [1]:

$$
\begin{align*}
\binom{\underline{N}}{\underline{M}} & =\left[\begin{array}{ll}
\underline{\underline{A}} & \underline{\underline{B}} \\
\underline{\underline{B}} & \underline{\underline{D}}
\end{array}\right]\binom{\underline{\varepsilon}^{0}}{\underline{\kappa}^{0}} \text { resp. }\left(\begin{array}{l}
N_{11} \\
N_{22} \\
N_{12} \\
M_{11} \\
M_{22} \\
M_{12}
\end{array}\right) \\
& =\left[\begin{array}{llllll}
A_{11} & A_{12} & A_{16} & B_{11} & B_{12} & B_{16} \\
A_{12} & A_{22} & A_{26} & B_{12} & B_{22} & B_{26} \\
A_{16} & A_{26} & A_{66} & B_{16} & B_{26} & B_{66} \\
B_{11} & B_{12} & B_{16} & D_{11} & D_{12} & D_{16} \\
B_{12} & B_{22} & B_{26} & D_{12} & D_{22} & D_{26} \\
B_{16} & B_{26} & B_{66} & D_{16} & D_{26} & D_{66}
\end{array}\right]\left(\begin{array}{c}
\varepsilon_{11}^{0} \\
\varepsilon_{22}^{0} \\
\gamma_{12}^{0} \\
\kappa_{11}^{0} \\
\kappa_{22}^{0} \\
\kappa_{12}^{0}
\end{array}\right) . \tag{1}
\end{align*}
$$

The quantities $N_{\alpha \beta}$ and $M_{\alpha \beta}(\alpha, \beta=1,2)$ are normal/shear forces and bending/twisting moments per length unit. The quantities $\varepsilon_{\alpha \alpha}^{0}$ and $\gamma_{12}^{0}$ are the in-plane normal/shear strains. Plate curvatures/ torsions are denoted as $\kappa_{\alpha \alpha}^{0}$ and $\kappa_{12}^{0}$. A superscripted " 0 " denotes quantities according to CLPT. The components $A_{o p}, B_{o p}$, and $D_{o p}$ of the constitutive matrix in Eq. (1) read (with $o, p=1,2$, and 6):

$$
\begin{equation*}
\left[A_{o p}, B_{o p}, D_{o p}\right]=\int_{d} Q_{o p}\left[1, x_{3}, x_{3}^{2}\right] \mathrm{d} x_{3} \tag{2}
\end{equation*}
$$

or in the special case of layerwise constant material properties with $\xi_{m}^{(k)}=x_{3(k)}^{m}-x_{3(k-1)}^{m}$ :

$$
\begin{equation*}
\left[A_{o p}, B_{o p}, D_{o p}\right]=\sum_{r=1}^{r=n} Q_{o p}^{(r)}\left[\xi_{1}^{(r)}, \frac{1}{2} \xi_{2}^{(r)}, \frac{1}{3} \xi_{3}^{(r)}\right] \tag{3}
\end{equation*}
$$

Herein, the $Q_{o p}^{(k)}$ are the reduced stiffness components. They can be derived from three-dimensional Hooke's law by imposing a plane state of stress. The resultant layerwise CLPT normal and shear stresses $\sigma_{\alpha \alpha}^{0(k)}$ and $\sigma_{12}^{0(k)}$ are calculated as $\underline{\sigma}^{0^{(k)}}=\underline{\underline{Q}}^{(k)}\left(\underline{\varepsilon}^{0}\right.$ $\left.+x_{3} \underline{\kappa}^{0}-\Delta T \underline{\alpha}_{t}^{0(k)}\right)$, or:

$$
\left.\begin{array}{rl}
\left(\begin{array}{c}
\sigma_{11}^{0(k)} \\
\sigma_{22}^{0(k)} \\
\sigma_{12}^{0(k)}
\end{array}\right)= & {\left[\begin{array}{lll}
Q_{11}^{(k)} & Q_{12}^{(k)} & Q_{16}^{(k)} \\
Q_{12}^{(k)} & Q_{22}^{(k)} & Q_{26}^{(k)} \\
Q_{16}^{(k)} & Q_{26}^{(k)} & Q_{66}^{(k)}
\end{array}\right]\left[\left(\begin{array}{c}
\varepsilon_{11}^{0} \\
\varepsilon_{22}^{0} \\
\gamma_{12}^{0}
\end{array}\right)+x_{3}\left(\begin{array}{c}
\kappa_{11}^{0} \\
\kappa_{22}^{0} \\
\kappa_{12}^{0}
\end{array}\right)\right.} \\
& -\Delta T\left(\begin{array}{c}
\alpha_{11 t}^{(k)} \\
\alpha_{22 t}^{(k)} \\
\alpha_{12 t}^{(k)}
\end{array}\right) \tag{4}
\end{array}\right],
$$

where in the case of isotropic layer material the stiffnesses $Q_{\alpha 6}^{(k)}$ are vanishing. The stiffnesses $Q_{o p}^{(k)}$ are interrelated to the common engineering constants-Young's modulus $E^{(k)}$, Poisson's ratio $\nu^{(k)}$, and shear modulus $G^{(k)}$-as:

$$
\begin{equation*}
Q_{\alpha \alpha}^{(k)}=\frac{E^{(k)}}{1-\nu^{(k)^{2}}}, \quad Q_{12}^{(k)}=\frac{\nu^{(k)} E^{(k)}}{1-\nu^{(k)^{2}}}, \quad Q_{\alpha 6}^{(k)}=0, \quad Q_{66}^{(k)}=G^{(k)} \tag{5}
\end{equation*}
$$

The thermal forces $N_{\alpha \beta}^{T}$ and moments $M_{\alpha \beta}^{T}$ read:

$$
\begin{equation*}
[\underline{N}, \underline{M}]=\int_{d} \Delta T \underline{\underline{\underline{Q}}} \underline{\alpha}_{t}\left[1, x_{3}\right] \mathrm{d} x_{3} . \tag{6}
\end{equation*}
$$

Since $Q_{\alpha 6}^{(k)}=0, \alpha_{\alpha \alpha t}^{(k)}=\alpha_{t}^{(k)}$, and $\alpha_{12 t}^{(k)}=0$ hold for isotropic materials, we obtain $N_{12}^{T}=0$. The nonvanishing normal forces are identical and read:

$$
\begin{equation*}
N_{\alpha \alpha}^{T}=N^{T}=\Delta T \sum_{r=1}^{r=n} d^{(r)} E^{(r)} \alpha_{t}^{(r)} \frac{1+\nu^{(r)}}{1-\nu^{(r)^{2}}} \tag{7}
\end{equation*}
$$

Furthermore, the matrix components $A_{\alpha 6}$ in Eq. (1) result in zero values and the relation $A_{11}=A_{22}$ holds. Due to the given symmetry all moments $M_{\alpha \beta}^{T}$ vanish and for the coupling terms in Eq. (1) $B_{o p}=0$ holds. Hence, no plate curvatures $\kappa_{\alpha \alpha}^{0}$ or torsions $\kappa_{12}^{0}$ occur and Eq. (1) finally reduces to:

$$
\binom{N^{T}}{N^{T}}=\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{8}\\
A_{12} & A_{11}
\end{array}\right]\binom{\varepsilon_{11}^{0}}{\varepsilon_{22}^{0}} .
$$

The remaining matrix components $A_{11}$ and $A_{12}$ read:

$$
\begin{equation*}
\left[A_{11}, A_{12}\right]=\sum_{r=1}^{r=n} \frac{E^{(r)} d^{(r)}}{1-\nu^{(r)^{2}}}\left[1, \nu^{(r)}\right] . \tag{9}
\end{equation*}
$$

The resultant inplane strains $\varepsilon_{\alpha \alpha}^{0}$ are identical and can be calculated from Eq. (8) as:

$$
\begin{equation*}
\varepsilon_{\alpha \alpha}^{0}=\varepsilon^{0}=\frac{N_{t}}{A_{11}+A_{12}} . \tag{10}
\end{equation*}
$$

The resultant in-plane normal stresses $\sigma_{\alpha \alpha}^{0(k)}$ are also identical and with Eq. (4) result as:

$$
\begin{equation*}
\sigma_{\alpha \alpha}^{0(k)}=\frac{E^{(k)}}{1-\nu^{(k)}}\left(\varepsilon^{0}-\alpha_{t}^{(k)} \Delta T\right) . \tag{11}
\end{equation*}
$$

No in-plane shear stresses $\sigma_{12}^{0(k)}$ occur in the present situation. The layerwise inplane CLPT displacements can be calculated by integration of the inplane strain $\varepsilon^{0}$ :

$$
\begin{equation*}
u_{\alpha}^{0(k)}=\int_{0}^{x_{\alpha}} \varepsilon^{0} \mathrm{~d} \hat{x}_{\alpha} . \tag{12}
\end{equation*}
$$

The transverse displacement $u_{3}^{0(k)}$ results from layerwise integration of the transverse normal strain $\varepsilon_{33}^{0(k)}$ :

$$
\begin{equation*}
u_{3}^{0(k)}=\int_{0}^{x_{3}} \varepsilon_{33}^{0(k)} \mathrm{d} \hat{x}_{3} . \tag{13}
\end{equation*}
$$

Herein, $\boldsymbol{\varepsilon}_{33}^{0(k)}$ can be calculated from the assumption that the interlaminar normal stress $\sigma_{33}^{(k)}$ vanishes in the inner laminate regions which with three-dimensional Hooke's law leads to:

$$
\begin{equation*}
\varepsilon_{33}^{0(k)}=\frac{2 \nu^{(k)}}{1-\nu^{(k)}}\left(\alpha_{t}^{(k)} \Delta T-\varepsilon^{0}\right)+\alpha_{t}^{(k)} \Delta T \tag{14}
\end{equation*}
$$

2.3 Linear Layerwise Displacement Approach. The physical layers of the plate are discretized into $n_{L}$ mathematical plies. Let us postulate a layerwise $\mathrm{C}^{1}$-continuous displacement field for each mathematical layer $(k)$ :

$$
\begin{gather*}
u_{\alpha}^{(k)}=u_{\alpha}^{0(k)}+u_{\alpha}^{1(k)},  \tag{15a}\\
u_{3}^{(k)}=u_{3}^{0(k)}+u_{3}^{11(k)}+u_{3}^{12(k)} . \tag{15b}
\end{gather*}
$$

The layerwise terms $u_{1}^{1(k)}, u_{2}^{1(k)}, u_{3}^{11(k)}$, and $u_{3}^{12(k)}$ are defined as:

$$
\begin{gather*}
u_{\alpha}^{1(k)}=U_{\alpha}^{(k)}\left(x_{\alpha}\right) \psi_{1}^{(k)}\left(x_{3}\right)+U_{\alpha}^{(k+1)}\left(x_{\alpha}\right) \psi_{2}^{(k)}\left(x_{3}\right),  \tag{16a}\\
u_{3}^{1 \alpha(k)}=U_{3 \alpha}^{(k)}\left(x_{\alpha}\right) \psi_{1}^{(k)}\left(x_{3}\right)+U_{3 \alpha}^{(k+1)}\left(x_{\alpha}\right) \psi_{2}^{(k)}\left(x_{3}\right) \tag{16b}
\end{gather*}
$$

Herein, we have introduced additional unknown displacement functions $U_{1}^{(k)}\left(x_{1}\right), U_{2}^{(k)}\left(x_{2}\right), U_{31}^{(k)}\left(x_{1}\right), U_{32}^{(k)}\left(x_{2}\right)$ in the $k$ th interface and $U_{1}^{(k+1)}\left(x_{1}\right), U_{2}^{(k+1)}\left(x_{2}\right), U_{31}^{(k+1)}\left(x_{1}\right), U_{32}^{(k+1)}\left(x_{2}\right)$ in the interface $(k+1)$. This formulation takes free-edge perturbations of displacements and stresses into account and is supposed to blend into CLPT in the inner laminate regions where $U_{1}^{(k)} \rightarrow 0$ and $U_{2}^{(k)} \rightarrow 0$ as well as $U_{31}^{(k)} \rightarrow 0$ and $U_{32}^{(k)} \rightarrow 0$ must hold. The interface functions are interpolated by linear Lagrangian interpolation functions $\psi_{1}^{(k)}\left(x_{3}\right)$ and $\psi_{2}^{(k)}\left(x_{3}\right)$ :

$$
\begin{gather*}
\psi_{1}^{(k)}\left(x_{3}\right)=\psi^{(k)}\left(x_{3(k)}-x_{3}\right),  \tag{17a}\\
\psi_{2}^{(k)}\left(x_{3}\right)=\psi^{(k)}\left(x_{3}-x_{3(k-1)}\right), \tag{17b}
\end{gather*}
$$

with $\psi^{(k)}=\left(x_{3(k)}-x_{3(k-1)}\right)^{-1}$. Note, that $\psi_{1}^{(k)}\left(x_{3}\right)$ and $\psi_{2}^{(k)}\left(x_{3}\right)$ have the properties $\psi_{1}^{(k)}\left(x_{3(k-1)}\right)=1, \quad \psi_{1}^{(k)}\left(x_{3(k)}\right)=0 \quad$ and $\psi_{2}^{(k)}\left(x_{3(k-1)}\right)=0, \psi_{2}^{(k)}\left(x_{3(k)}\right)=1$ which makes the displacement formulation $\mathrm{C}^{0}$-continuous across layer interfaces. Also note that by virtue of the a priori assumed linear thickness shape of all three displacement components the actual three-dimensional problem is reduced to a two-dimensional one, i.e., we have to solve for $4\left(n_{L}+1\right)$ unknown interface functions $U_{1}^{(k)}\left(x_{1}\right), U_{2}^{(k)}\left(x_{2}\right)$, $U_{31}^{(k)}\left(x_{1}\right)$, and $U_{32}^{(k)}\left(x_{2}\right)$. Assuming geometrical linearity, we may use the well-known kinematical relation between the displacements and the components of the linearized strain tensor, i.e., normal and shear strains $\varepsilon_{i i}^{(k)}$ and $\gamma_{i j}^{(k)}(i, j=1,2$, and 3$)$ :

$$
\begin{gather*}
\varepsilon_{\alpha \alpha}^{(k)}=u_{\alpha, \alpha}^{(k)}=\varepsilon_{\alpha \alpha}^{0}+U_{\alpha, \alpha}^{(k)} \psi_{1}^{(k)}+U_{\alpha, \alpha}^{(k+1)} \psi_{2}^{(k)}, \\
\varepsilon_{33}^{(k)}=u_{3,3}^{(k)}=\varepsilon_{33}^{0(k)}+\left(U_{31}^{(k)}+U_{32}^{(k)}\right) \psi_{1,3}^{(k)}+\left(U_{31}^{(k+1)}+U_{32}^{(k+1)}\right) \psi_{2,3}^{(k)}, \tag{18b}
\end{gather*}
$$

$$
\begin{align*}
\gamma_{\alpha 3}^{(k)}= & u_{3, \alpha}^{(k)}+u_{\alpha, 3}^{(k)}=U_{\alpha}^{(k)} \psi_{1,3}^{(k)}+U_{\alpha}^{(k+1)} \psi_{2,3}^{(k)}+U_{3 \alpha, \alpha}^{(k)} \psi_{1}^{(k)} \\
& +U_{3 \alpha, \alpha}^{(k+1)} \psi_{2}^{(k)},  \tag{18c}\\
& \gamma_{12}^{(k)}=u_{2,1}^{(k)}+u_{1,2}^{(k)}=0 . \tag{18d}
\end{align*}
$$

A subscripted index behind a comma denotes a derivative with respect to $x_{i}$, i.e., $(\ldots)_{i}=\partial / \partial x_{i}$. Note that in the present situation no inplane shear strains $\gamma_{12}^{(k)}$ occur. Considering physical linearity, generalized Hooke's law applies which for a thermoelastic material in the $k$ th layer reads $\underline{\sigma}^{(k)}=\underline{\underline{C}}^{(k)}\left(\underline{\varepsilon}^{(k)}-\underline{\alpha}_{t}^{(k)} \Delta T\right)$ in a contracted vector-matrix notation, or:

$$
\left.\begin{array}{rl}
\left(\begin{array}{l}
\sigma_{11}^{(k)} \\
\sigma_{22}^{(k)} \\
\sigma_{33}^{(k)} \\
\sigma_{23}^{(k)} \\
\sigma_{13}^{(k)} \\
\sigma_{12}^{(k)}
\end{array}\right) & =\left[\begin{array}{cccccc}
c_{11}^{(k)} & c_{12}^{(k)} & c_{13}^{(k)} & 0 & 0 & 0 \\
c_{12}^{(k)} & c_{22}^{(k)} & c_{23}^{(k)} & 0 & 0 & 0 \\
c_{13}^{(k)} & c_{23}^{(k)} & c_{33}^{(k)} & 0 & 0 & 0 \\
0 & 0 & 0 & c_{44}^{(k)} & 0 & 0 \\
0 & 0 & 0 & 0 & c_{55}^{(k)} & 0 \\
0 & 0 & 0 & 0 & 0 & c_{66}^{(k)}
\end{array}\right]\left[\begin{array}{l}
\varepsilon_{11}^{(k)} \\
\varepsilon_{22}^{(k)} \\
\varepsilon_{33}^{(k)} \\
\gamma_{23}^{(k)} \\
\gamma_{13}^{(k)} \\
\gamma_{12}^{(k)}
\end{array}\right) \\
& -\left(\begin{array}{c}
\alpha_{t}^{(k)} \Delta T \\
\alpha_{t}^{(k)} \Delta T \\
\alpha_{t}^{(k)} \Delta T \\
0 \\
0 \\
0
\end{array}\right) \tag{19}
\end{array}\right] .
$$

The components of the symmetric stiffness matrix $\underline{\underline{C}}^{(k)}$ can be expressed in terms of the engineering constants in the isotropic case as:

$$
\begin{gather*}
c_{11}^{(k)}=c_{22}^{(k)}=c_{33}^{(k)}=c_{1}^{(k)}=\frac{\left(1-\nu^{(k)}\right) E^{(k)}}{\left(1+\nu^{(k)}\right)\left(1-2 \nu^{(k)}\right)},  \tag{20a}\\
c_{12}^{(k)}=c_{13}^{(k)}=c_{23}^{(k)}=c_{2}^{(k)}=\frac{\nu^{(k)} E^{(k)}}{\left(1+\nu^{(k)}\right)\left(1-2 \nu^{(k)}\right)},  \tag{20b}\\
c_{44}^{(k)}=c_{55}^{(k)}=c_{66}^{(k)}=c_{3}^{(k)}=G^{(k)} . \tag{20c}
\end{gather*}
$$

Using Eq. (18), the stress field in the $k$ th layer reads with Eqs. (19) and (20):

$$
\begin{align*}
\sigma_{11}^{(k)}= & c_{1}^{(k)}\left(U_{1,1}^{(k)} \psi_{1}^{(k)}+U_{1,1}^{(k+1)} \psi_{2}^{(k)}\right)+c_{2}^{(k)}\left(U_{2,2}^{(k)} \psi_{1}^{(k)}+U_{2,2}^{(k+1)} \psi_{2}^{(k)}\right) \\
& +c_{2}^{(k)}\left[\left(U_{31}^{(k)}+U_{32}^{(k)}\right) \psi_{1,3}^{(k)}+\left(U_{31}^{(k+1)}+U_{32}^{(k+1)}\right) \psi_{2,3}^{(k)}\right]+\sigma_{11}^{0(k)}, \\
\sigma_{22}^{(k)}= & c_{2}^{(k)}\left(U_{1,1}^{(k)} \psi_{1}^{(k)}+U_{1,1}^{(k+1)} \psi_{2}^{(k)}\right)+c_{1}^{(k)}\left(U_{2,2}^{(k)} \psi_{1}^{(k)}+U_{2,2}^{(k+1)} \psi_{2}^{(k)}\right)  \tag{21a}\\
& +c_{2}^{(k)}\left[\left(U_{31}^{(k)}+U_{32}^{(k)}\right) \psi_{1,3}^{(k)}+\left(U_{31}^{(k+1)}+U_{32}^{(k+1)}\right) \psi_{2,3}^{(k)}\right]+\sigma_{22}^{0(k)}, \\
\sigma_{33}^{(k)}= & c_{2}^{(k)}\left(U_{1,1}^{(k)} \psi_{1}^{(k)}+U_{1,1}^{(k+1)} \psi_{2}^{(k)}\right)+c_{2}^{(k)}\left(U_{2,2}^{(k)} \psi_{1}^{(k)}+U_{2,2}^{(k+1)} \psi_{2}^{(k)}\right)  \tag{21b}\\
& +c_{1}^{(k)}\left[\left(U_{31}^{(k)}+U_{32}^{(k)}\right) \psi_{1,3}^{(k)}+\left(U_{31}^{(k+1)}+U_{32}^{(k+1)}\right) \psi_{2,3}^{(k)}\right],  \tag{21c}\\
\sigma_{23}^{(k)}= & c_{3}^{(k)}\left(U_{2}^{(k)} \psi_{1,3}^{(k)}+U_{2}^{(k+1)} \psi_{2,3}^{(k)}+U_{32,2}^{(k)} \psi_{1}^{(k)}+U_{32,2}^{(k+1)} \psi_{2}^{(k)}\right), \tag{21d}
\end{align*}
$$

$$
\begin{equation*}
\sigma_{13}^{(k)}=c_{3}^{(k)}\left(U_{1}^{(k)} \psi_{1,3}^{(k)}+U_{1}^{(k+1)} \psi_{2,3}^{(k)}+U_{31,1}^{(k)} \psi_{1}^{(k)}+U_{31,1}^{(k+1)} \psi_{2}^{(k)}\right), \tag{21e}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{12}^{(k)}=0 \tag{21f}
\end{equation*}
$$

Note that while the resultant transverse strains $\varepsilon_{33}^{(k)}, \gamma_{23}^{(k)}$, and $\gamma_{13}^{(k)}$ are discontinuous across layer interfaces, there is the theoretical possibility for the interlaminar stresses $\sigma_{i 3}^{(k)}$ of becoming at least approximately continuous and thus fulfilling equilibrium also at the layer interfaces with an increasing degree of refinement of the computational model. This will be the subject of a convergence study later on.

### 2.4 Variational Statement, Decomposition of the Problem.

Due to the chosen form of the displacement approach the threedimensional conditions of equilibrium with neglected volume forces

$$
\begin{equation*}
\sigma_{i 1,1}^{(k)}+\sigma_{i 2,2}^{(k)}+\sigma_{i 3,3}^{(k)}=0 \tag{22}
\end{equation*}
$$

cannot be fulfilled identically. However, we may resort to a weak form, i.e., let us use a variational statement such that we require a minimum of the total potential energy of the plate:

$$
\begin{align*}
\Pi= & \sum_{r=1}^{r=n_{L}}\left(\frac{1}{2} \iiint_{V^{(r)}} \underline{\varepsilon}^{(r)^{T}} \underline{\underline{C}}^{(r)} \underline{\underline{\varepsilon}}^{(r)} \mathrm{d} V^{(r)}\right. \\
& -\iiint \int_{V^{(r)}} \underline{\underline{q}}^{(r)^{T}} \underline{\alpha}_{t}^{(r)} \Delta T^{(r)} \mathrm{d} V^{(r)} \\
& \left.+\frac{1}{2} \iiint_{V^{(r)}} \underline{\alpha}_{t}^{(r)^{T}} \Delta T^{(r)} \underline{\underline{C}}^{(r)} \underline{\alpha}_{t}^{(r)} \Delta T^{(r)} \mathrm{d} V^{(r)}\right)=\text { Min. } \tag{23}
\end{align*}
$$

As the third integral term only contains constant terms and thus vanishes throughout all subsequent variation processes we will omit it in the further course of this work. An integral concerning the volume $V^{(k)}$ of one mathematical layer can be decomposed into an integral through the layer thickness and an integral with respect to the area $A^{0}=4 l_{1} l_{2}$ of the middle plane of the plate, i.e.,

$$
\begin{equation*}
\iiint_{V^{(k)}} \mathrm{d} V^{(k)}=\iint_{A^{0}} \int_{x_{3(k-1)}}^{x_{3(k)}} \mathrm{d} x_{3} \mathrm{~d} A^{0} \tag{24}
\end{equation*}
$$

As we have a priori assumed the thickness distributions of all displacement components, the integrand $F^{(k)}$ of the functional that is subject to the minimization process in Eq. (23) is only dependent on the interface functions $U_{1}^{(k)}\left(x_{1}\right), U_{2}^{(k)}\left(x_{2}\right), U_{31}^{(k)}\left(x_{1}\right)$, $U_{32}^{(k)}\left(x_{2}\right)$ and their first order derivatives. Hence, we may rewrite Eq. (23) in the following form:

$$
\begin{equation*}
\Pi=\sum_{r=1}^{r=n_{L}} \iint_{A^{0}} \int_{x_{3(r-1)}}^{x_{3(r)}} F^{(r)}\left(U_{1}^{(r)}, U_{1,1}^{(r)}, U_{2}^{(r)}, U_{2,2}^{(r)}, U_{31}^{(r)}, U_{31,1}^{(r)}, U_{32}^{(r)}, U_{32,2}^{(r)}\right) \mathrm{d} x_{3} \mathrm{~d} A^{0}=\text { Min. } \tag{25}
\end{equation*}
$$

Note that the variational statement Eq. (23), respectively, Eq. (25) leads to a set of governing coupled differential equations for $U_{1}^{(k)}\left(x_{1}\right), U_{2}^{(k)}\left(x_{2}\right), U_{31}^{(k)}\left(x_{1}\right), U_{32}^{(k)}\left(x_{2}\right)$ that cannot be solved in a closed-form analytical manner but requires numerical evaluation. However, previous investigations (see, e.g., $[54,55]$ ) on freecorner problems have shown that for the present class of layered plates it is sufficient in an approximate sense to consider the two interacting free-edge effects separately and to combine these later
on into a free-corner solution. Note, however, that this does not necessarily hold for other kinds of laminate layups. For the present analysis this means that as a decomposition measure we formulate two separate displacement fields that correspond to the involved free-edge effects alongside the $x_{1}$ axis and parallel to the $x_{2}$ coordinate. This will allow for a closed-form solution of the given thermoelastic free-corner problem. Let us first refer to the free-edge problem parallel to the $x_{1}$ axis. We may achieve an
appropriate displacement formulation for this situation by letting $x_{1} \rightarrow 0$ in Eqs. (15) and (16), which corresponds to $U_{1}^{(k)}=U_{31}^{(k)}$ $=0$ and thus $u_{1}^{1(k)}=u_{3}^{11(k)}=0$. The remaining layerwise displacement field then reads:

$$
\begin{gather*}
u_{1}^{(k)}=u_{1}^{0(k)}  \tag{26a}\\
u_{2}^{(k)}=u_{2}^{0(k)}+u_{2}^{1(k)}  \tag{26b}\\
u_{3}^{(k)}=u_{3}^{0(k)}+u_{3}^{12(k)} \tag{26c}
\end{gather*}
$$

This describes the free-edge problem of a thermally loaded laminated strip which is long in the $x_{1}$ direction. The according strains and stresses for this situation can be gained by letting $U_{1}^{(k)}$ $=U_{1,1}^{(k)}=U_{31}^{(k)}=U_{31,1}^{(k)}=0$ in Eqs. (18) and (21). As the only remaining higher order functions are $U_{2}^{(k)}$ and $U_{32}^{(k)}$ and their derivatives $U_{2,2}^{(k)}$ and $U_{32,2}^{(k)}$, the corresponding variational statement reduces to:

$$
\begin{equation*}
\Pi=\sum_{r=1}^{r=n_{L}} \iint_{A^{0}} \int_{x_{3(r-1)}}^{x_{3(r)}} F^{(r)}\left(U_{2}^{(r)}, U_{2,2}^{(r)}, U_{32}^{(r)}, U_{32,2}^{(r)}\right) \mathrm{d} x_{3} \mathrm{~d} A^{0}=\operatorname{Min} \tag{27}
\end{equation*}
$$

It is convenient to introduce some abbreviations for the thickness integrals (with $\beta, \gamma, \delta=1,2$ ):

$$
\begin{gather*}
{\left[H_{\beta}^{(k)}, H_{\beta \gamma}^{(k)}, H_{\beta t}^{(k)}\right]=\int_{x_{3(k-1)}}^{x_{3(k)}} \sigma_{\beta \beta}^{0(k)}\left[1, \psi_{\gamma}^{(k)}, \alpha_{t}^{(k)} \Delta T^{(k)}\right] \mathrm{d} x_{3}}  \tag{28a}\\
{\left[I_{i \gamma 1}^{(k)}, I_{i \gamma 2}^{(k)}\right]=\int_{x_{3(k-1)}}^{x_{3(k)}} c_{i}^{(k)} \alpha_{t}^{(k)} \Delta T^{(k)}\left[\psi_{\gamma}^{(k)}, \psi_{\gamma, 3}^{(k)}\right] \mathrm{d} x_{3},}  \tag{28b}\\
{\left[J_{i \gamma 1}^{(k)}, J_{i \gamma 2}^{(k)}\right]=\int_{x_{3(k-1)}}^{x_{3(k)}} c_{i}^{(k)}\left[\psi_{\gamma}^{(k)}, \psi_{\gamma, 3}^{(k)}\right] \mathrm{d} x_{3}}  \tag{28c}\\
{\left[K_{i \gamma \delta 1}^{(k)}, K_{i \gamma \delta 2}^{(k)}, K_{i \gamma \delta 3}^{(k)}\right]} \\
=\int_{x_{3(k-1)}}^{x_{3(k)}} c_{i}^{(k)}\left[\psi_{\gamma}^{(k)} \psi_{\delta}^{(k)}, \psi_{\gamma}^{(k)} \psi_{\delta, 3}^{(k)}, \psi_{\gamma, 3}^{(k)} \psi_{\delta, 3}^{(k)}\right] \mathrm{d} x_{3}  \tag{28d}\\
{\left[L_{i \gamma 1}^{(k)}, L_{i \gamma 2}^{(k)}\right]=\int_{x_{3(k-1)}}^{x_{3(k)}} c_{i}^{(k)} \varepsilon_{33}^{0(k)}\left[\psi_{\gamma}^{(k)}, \psi_{\gamma, 3}^{(k)}\right] \mathrm{d} x_{3}} \tag{28e}
\end{gather*}
$$

Using Eqs. (18) and (21), the integrand $F^{(k)}$ of the functional Eq. (27) with Eq. (28) reads:

$$
\begin{aligned}
F^{(k)}= & \frac{1}{2} \varepsilon^{0}\left(H_{1}^{(k)}+H_{2}^{(k)}\right)-\left(H_{1 t}^{(k)}+H_{2 t}^{(k)}\right) \\
& +\left(\frac{1}{2} H_{21}^{(k)}-I_{111}^{(k)}-2 I_{211}^{(k)}+\frac{1}{2} \varepsilon^{0}\left(J_{211}^{(k)}+J_{111}^{(k)}\right)+\frac{1}{2} L_{211}^{(k)}\right) U_{2,2}^{(k)} \\
& +\left(\frac{1}{2} H_{22}^{(k)}-I_{121}^{(k)}-2 I_{221}^{(k)}+\frac{1}{2} \varepsilon^{0}\left(J_{221}^{(k)}+J_{121}^{(k)}\right)+\frac{1}{2} L_{221}^{(k)}\right) U_{2,2}^{(k+1)} \\
& +\left(-I_{112}^{(k)}-2 I_{212}^{(k)}+\varepsilon^{0} J_{212}^{(k)}+\frac{1}{2} L_{112}^{(k)}\right) U_{32}^{(k)} \\
& +\left(-I_{122}^{(k)}-2 I_{222}^{(k)}+\varepsilon^{0} J_{222}^{(k)}+\frac{1}{2} L_{122}^{(k)}\right) U_{32}^{(k+1)}+\left(K_{3112}^{(k)} U_{32,2}^{(k)}\right. \\
& \left.+K_{3212}^{(k)} U_{32,2}^{(k+1)}\right) U_{2}^{(k)}+\left(K_{3122}^{(k)} U_{32,2}^{(k)}+K_{3222}^{(k)} U_{32,2}^{(k+1)}\right) U_{2}^{(k+1)} \\
& +\left(K_{2112}^{(k)} U_{32}^{(k)}+K_{2122}^{(k)} U_{32}^{(k+1)}\right) U_{2,2}^{(k)}+\left(K_{2212}^{(k)} U_{32}^{(k)}\right. \\
& \left.+K_{2222}^{(k)} U_{32}^{(k+1)}\right) U_{2,2}^{(k+1)}+\frac{1}{2} K_{3113}^{(k)} U_{2}^{(k)^{2}}+K_{3123}^{(k)} U_{2}^{(k)} U_{2}^{(k+1)}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{2} K_{3223}^{(k)} U_{2}^{(k+1)^{2}}+\frac{1}{2} K_{1111}^{(k)} U_{2,2}^{(k)^{2}}+K_{1121}^{(k)} U_{2,2}^{(k)} U_{2,2}^{(k+1)} \\
& +\frac{1}{2} K_{1221}^{(k)} U_{2,2}^{(k+1)^{2}}+\frac{1}{2} K_{1113}^{(k)} U_{32}^{(k)^{2}}+K_{1123}^{(k)} U_{32}^{(k)} U_{32}^{(k+1)} \\
& +\frac{1}{2} K_{1223}^{(k)} U_{32}^{(k+1)^{2}}+\frac{1}{2} K_{3111}^{(k)} U_{32,2}^{(k)^{2}}+K_{3121}^{(k)} U_{32,2}^{(k)} U_{32,2}^{(k+1)} \\
& +\frac{1}{2} K_{3221}^{(k)} U_{32,2}^{(k+1)^{2}} \tag{29}
\end{align*}
$$

2.5 Governing Equations and Their Solution. We seek that array of functions $U_{2}^{(k)}, U_{2,2}^{(k)}, U_{32}^{(k)}$, and $U_{32,2}^{(k)}$ which minimizes the total potential energy of the plate. According to the calculus of variation, the following two governing Euler-Lagrange equations must be satisfied:

$$
\begin{align*}
& \frac{\partial}{\partial U_{2}^{(k)}}\left(\sum_{r=1}^{r=n_{L}} F^{(r)}\right)-\frac{d}{d x_{2}}\left[\frac{\partial}{\partial U_{2,2}^{(k)}}\left(\sum_{r=1}^{r=n_{L}} F^{(r)}\right)\right]=0  \tag{30a}\\
& \frac{\partial}{\partial U_{32}^{(k)}}\left(\sum_{r=1}^{r=n_{L}} F^{(r)}\right)-\frac{d}{d x_{2}}\left[\frac{\partial}{\partial U_{32,2}^{(k)}}\left(\sum_{r=1}^{r=n_{L}} F^{(r)}\right)\right]=0, \tag{30b}
\end{align*}
$$

with $d / d(\ldots)$ and $\partial / \partial(\ldots)$ for derivatives. Performance of the variations (30) with respect to each interface leads to the following $n_{L}+1$ sets of coupled ordinary linear differential equations:

$$
\begin{align*}
& \left(K_{3122}^{(k-1)}-K_{2212}^{(k-1)}\right) U_{32,2}^{(k-1)}+\left(K_{3222}^{(k-1)}-K_{2222}^{(k-1)}+K_{3112}^{(k)}-K_{2112}^{(k)}\right) U_{32,2}^{(k)} \\
& \quad+\left(K_{3212}^{(k)}-K_{2122}^{(k)}\right) U_{32,2}^{(k+1)}+K_{3123}^{(k-1)} U_{2}^{(k-1)} \\
& \quad+\left(K_{3223}^{(k-1)}+K_{3113}^{(k)}\right) U_{2}^{(k)}+K_{3123}^{(k)} U_{2}^{(k+1)}-K_{1121}^{(k-1)} U_{2,22}^{(k-1)} \\
& \quad-\left(K_{1221}^{(k-1)}+K_{1111}^{(k)}\right) U_{2,22}^{(k)}-K_{1121}^{(k)} U_{2,22}^{(k+1)}=0, \\
& \left(K_{2122}^{(k-1)}-K_{3212}^{(k-1)}\right) U_{2,2}^{(k-1)}+\left(K_{2222}^{(k-1)}-K_{3222}^{(k-1)}+K_{2112}^{(k)}-K_{3112}^{(k)}\right) U_{2,2}^{(k)} \\
& \quad+\left(K_{2212}^{(k)}-K_{3122}^{(k)}\right) U_{2,2}^{(k+1)}+K_{1123}^{(k-1)} U_{32}^{(k-1)} \\
& + \\
& +\left(K_{1223}^{(k-1)}+K_{1113}^{(k)}\right) U_{32}^{(k)}+K_{1123}^{(k)} U_{32}^{(k+1)}-K_{3121}^{(k-1)} U_{32,22}^{(k-1)} \\
& - \\
& \quad\left(K_{3221}^{(k-1)}+K_{3111}^{(k)}\right) U_{32,22}^{(k)}-K_{3121}^{(k)} U_{32,22}^{(k+1)}  \tag{31b}\\
& = \\
& \quad I_{112}^{(k)}+2 I_{212}^{(k)}+I_{122}^{(k-1)}+2 I_{222}^{(k-1)}-\frac{1}{2}\left[2 \varepsilon^{0}\left(J_{222}^{(k-1)}+J_{212}^{(k)}\right)\right. \\
& \left.\quad+\left(L_{122}^{(k-1)}+L_{112}^{(k)}\right)\right] .
\end{align*}
$$

It is convenient to introduce a vector-matrix notation for Eq. (31) with the vectors $\underline{U}_{2}=\left[U_{2}^{(k)}\right] \in \mathbb{R}^{\left(n_{L}+1\right) \times 1}$ and $\underline{U}_{32}=\left[U_{32}^{(k)}\right]$ $\in \mathbb{R}^{\left(n_{L}+1\right) \times 1}$ including the functions $U_{2}^{(k)}$ and $U_{32}^{(k)}$ and their derivatives:

$$
\begin{align*}
& \underline{\underline{K}}_{1} \underline{U}_{2}+\underline{\underline{K}}_{2} \underline{U}_{2,22}+\underline{\underline{K}}_{3} \underline{U}_{32,2}=\underline{0}  \tag{32a}\\
& \underline{\underline{K}}_{4} \underline{U}_{32}+\underline{\underline{K}}_{5} \underline{U}_{32,22}+\underline{\underline{K}}_{6} \underline{U}_{2,2}=\underline{F} \tag{32b}
\end{align*}
$$

The constant quadratic coefficient matrices $\underline{K}_{m}=\left[K_{p q m}\right]$ $\in \mathbb{R}^{\left(n_{L}+1\right) \times\left(n_{L}+1\right)}$ (with $m=1,2,3, \ldots, 6$ and $p, q=1,2,3 \ldots n_{L}$ +1 ) can be found in detail in Appendix 1. The vector $\underline{F}$ $\in \mathbb{R}^{\left(n_{L}+1\right) \times 1}$ contains the nonhomogeneous right-hand sides of Eq. $(31 b), \underline{0} \in \mathbb{R}^{\left(n_{L}+1\right) \times 1}$ is a zero vector. A solution of Eq. (32) is possible by introducing some new notations for $U_{2}^{(k)}$ and $U_{32}^{(k)}$ :

$$
\begin{align*}
& \bar{U}_{1}=\left(\begin{array}{ll}
\bar{U}_{11} & \bar{U}_{12}
\end{array}\right)^{T}=\left(\begin{array}{ll}
\underline{U}_{2,2} & \underline{U}_{32}
\end{array}\right)^{T}  \tag{33a}\\
& \bar{U}_{2}=\left(\begin{array}{lll}
\bar{U}_{21} & \bar{U}_{22}
\end{array}\right)^{T}=\left(\begin{array}{ll}
\underline{U}_{2} & \underline{U}_{32,2}
\end{array}\right)^{T} \tag{33b}
\end{align*}
$$

Note that $\bar{U}_{11}=\overline{\underline{U}}_{21,2}$ and $\underline{\underline{U}}_{22}=\bar{U}_{12,2}$. Using these notations, after some algebra the governing Eqs. (32) can be rewritten as:

$$
\begin{equation*}
\overline{\underline{U}}_{1,22}-\overline{\underline{K}}_{1} \overline{\underline{K}}_{2} \overline{\underline{U}}_{1}=\overline{\underline{K}}_{1} \bar{F} \tag{34a}
\end{equation*}
$$

$$
\begin{equation*}
\overline{\bar{U}}_{2}=\overline{\underline{K}}_{1}^{-1} \underline{\bar{U}}_{1,2} . \tag{34b}
\end{equation*}
$$

The quantities $\overline{\underline{K}}_{1} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}, \overline{\underline{\underline{K}}}_{2} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}$, and $\overline{\bar{F}} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 1}$ read:

$$
\begin{gather*}
\overline{\underline{K}}_{1}=\left(\begin{array}{cc}
-\underline{\underline{K}}_{2}^{-1} \underline{\underline{K}}_{1} & -\underline{\underline{K}}_{2}^{-1} \underline{\underline{K}}_{3} \\
\underline{\underline{0}} & \underline{\underline{E}}
\end{array}\right), \\
\overline{\underline{K}}_{2}=\left(\begin{array}{cc}
\underline{\underline{E}} & \underline{\underline{0}} \\
-\underline{\underline{K}}_{5}^{-1} \underline{\underline{K}}_{6} & -\underline{\underline{K}}_{5}^{-1} \underline{\underline{K}}_{4}
\end{array}\right), \quad \underline{\underline{F}}\binom{\underline{0}}{\underline{\underline{K}}_{5}^{-1} \underline{F}}, \tag{35}
\end{gather*}
$$

wherein $\underline{\underline{E}}=\left[\delta_{p q}\right] \in \mathbb{R}^{\left(n_{L}+1\right) \times\left(n_{L}+1\right)}$ is the unity matrix with $\delta_{p q}$ being the Kronecker symbol, $0 \in \mathbb{R}^{\left(n_{L}+1\right) \times\left(n_{L}+1\right)}$ is a zero matrix. A solution for the homogeneous Eq. (34a), i.e., for $\underline{\bar{U}}_{1,22}-\overline{\underline{K}}_{3} \underline{\bar{U}}_{1}$ $=\underline{0}$ with $\overline{\underline{K}}_{3}=\underline{\underline{K}}_{1} \overline{\underline{K}}_{2}$, can be shown to be a system of hyperbolic functions:

$$
\begin{equation*}
\underline{\underline{U}}_{1}=\Gamma \underline{\underline{\Gamma}} \underline{\underline{C}}_{1} \underline{b}_{1}+\underline{\underline{\Gamma}} \underline{S}_{1} \underline{b}_{2} . \tag{36}
\end{equation*}
$$

The quantities $\underline{\underline{C}}_{1} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}$ and $\underline{\underline{S}}_{1} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}$ are diagonal matrices of the form $\underline{\underline{C}}_{1}=\left[\delta_{s t} \cosh \left(\lambda_{s} x_{2}\right)\right]$ and $\underline{S}_{1}$ $=\left[\delta_{s t} \sinh \left(\lambda_{s} x_{2}\right)\right]$ with $s, t=1,2,3, \ldots, 2\left(n_{L}+1\right)$. Therein, the quantities $\lambda_{s}$ are the roots of the $2\left(n_{L}+1\right)$ eigenvalues $\lambda_{1}^{2}$, $\lambda_{2}^{2}, \ldots, \lambda_{\left(2 n_{L}+2\right)}^{2}$ of $\underline{\underline{K}}_{3}$, the matrix $\underset{\underline{\Gamma}}{=}=\left[\gamma_{s t}\right] \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}$ includes the corresponding eigenvectors of $\overline{\underline{K}}_{3}$. The vectors $\underline{b}_{1}$ $=\left[b_{1 s}\right] \in \mathbb{R}^{2\left(n_{L}+1\right) \times 1}$ and $\underline{b}_{2}=\left[b_{2 s}\right] \in \mathbb{R}^{2\left(n_{L}+1\right) \times 1}$ contain free constants. Using Eq. (34b) gives the homogeneous solution for $\underline{\underline{U}}_{2}$ :

$$
\begin{equation*}
\overline{\underline{U}}_{2}=\Phi \underline{\underline{S}} \underline{\underline{S}}_{1} \underline{b}_{1}+\Phi \underline{\underline{\underline{C}}} \underline{\underline{C}}_{1} \underline{b}_{2} \tag{37}
\end{equation*}
$$

with $\Phi=\left[\varphi_{s t}\right] \in R^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}$ being defined as $\Phi=\overline{\underline{K}}_{1}^{-1} \underline{\underline{\Gamma}} \underline{\underline{\Lambda}}$ and $\underline{\underline{\Lambda}}=\left[\delta_{s t} \lambda_{s}\right] \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}$. Utilizing Eqs. (36) and (37) for the unknown interface functions $U_{2}^{(k)}$ and $U_{32}^{(k)}$ and their derivatives according to Eq. (33) leads to the following homogeneous solution of Eq. (32):

$$
\begin{gather*}
U_{2}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \varphi_{k r} \sinh \left(\lambda_{r} x_{2}\right) \\
 \tag{38a}\\
+\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{2 r} \varphi_{k r} \cosh \left(\lambda_{r} x_{2}\right),  \tag{38b}\\
U_{2,2}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \gamma_{k r} \cosh \left(\lambda_{r} x_{2}\right)+\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{2 r} \gamma_{k r} \sinh \left(\lambda_{r} x_{2}\right),  \tag{38c}\\
U_{32}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \gamma_{k r}^{-} \cosh \left(\lambda_{r} x_{2}\right)+\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{2 r} \gamma_{k r}^{-} \sinh \left(\lambda_{r} x_{2}\right),
\end{gather*}
$$

$$
\begin{align*}
U_{32,2}^{(k)}= & \sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \varphi_{\bar{k} r} \sinh \left(\lambda_{r} x_{2}\right) \\
& +\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{2 r} \varphi_{k r}^{-} \cosh \left(\lambda_{r} x_{2}\right), \tag{38d}
\end{align*}
$$

with $\bar{k}=k+n_{L}+1$. As the nonhomogeneous right-hand side of Eq. (34a) is a constant quantity and an appropriate approach for a particular solution would be in the form of polynomial terms, a particular solution of Eq. (34a) and thus of Eq. (32) corresponds to rigid body motions and strain states. As the displacement solution Eqs. (12) and (13) according to CLPT already fully accounts for these states, the introduced CLPT terms correspond to the particular solution. Hence, the formulation Eq. (38) for $U_{2}^{(k)}$ and $U_{32}^{(k)}$ and their derivatives is complete and unique.

Due to the symmetry of the given situation it is convenient to restrict our investigations to one quarter of the plate containing two free edges merging into a rectangular corner, e.g., enclosed in the interval $0 \leqslant x_{1} \leqslant l_{1}, 0 \leqslant x_{2} \leqslant l_{2},-d / 2 \leqslant x_{3} \leqslant d / 2$, and fulfill the boundary conditions of traction free plate edges for this quarterpiece. The remaining parts of the plate can be adequately taken account of by consideration of the symmetry of the given situation. Since $u_{2}^{(k)}$ must be an odd function of $x_{2}, U_{2}^{(k)}\left(x_{2}\right)$ $=-U_{2}^{(k)}\left(-x_{2}\right)$ must hold as well which is achieved by neglecting the corresponding cosh functions in Eq. (38). Accordingly, $u_{3}^{(k)}$ and hence also $U_{32}^{(k)}$ must be an even function of $x_{2}$ which leads to the neglect of the corresponding sinh terms in Eq. (38). Summing up, the solutions in Eq. (38) are reduced to:

$$
\begin{align*}
& U_{2}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \varphi_{k r} \sinh \left(\lambda_{r} x_{2}\right),  \tag{39a}\\
& U_{2,2}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \gamma_{k r} \cosh \left(\lambda_{r} x_{2}\right),  \tag{39b}\\
& U_{32}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \gamma_{\bar{k} r} \cosh \left(\lambda_{r} x_{2}\right),  \tag{39c}\\
& U_{32,2}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \varphi_{\bar{k} r} \sinh \left(\lambda_{r} x_{2}\right) . \tag{39d}
\end{align*}
$$

Finally we have to find a solution for the free-edge effect occurring parallel to the $x_{2}$ axis. Letting $x_{2} \rightarrow 0$ leads to $U_{2}^{(k)}=U_{32}^{(k)}$ $=0$ and hence $u_{2}^{1(k)}=u_{3}^{12(k)}=0$. Analogous to the free-edge problem along the $x_{1}$ axis, the variational statement of the present free-edge problem leads to a set of governing equations for the unknown functions $U_{1}^{(k)}$ and $U_{31}^{(k)}$ and subsequently an eigenvalue problem that can be solved like the presented free-edge problem parallel to the $x_{1}$ axis. Note that due to the isotropic layer material properties the present situation is insensitive to a coordinate transformation regarding the right corner angle, hence all occurring eigenvalues and eigenvectors are identical for both free-edge problems. The solution for the remaining displacement functions $U_{1}^{(k)}$ and $U_{31}^{(k)}$ and their derivatives in the $k$ th interface can be written similar to Eq. (39):

$$
\begin{align*}
& U_{1}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} c_{1 r} \varphi_{k r} \sinh \left(\lambda_{r} x_{1}\right),  \tag{40a}\\
& U_{1,1}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} c_{1 r} \gamma_{k r} \cosh \left(\lambda_{r} x_{1}\right),  \tag{40b}\\
& U_{31}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} c_{1 r} \gamma_{\bar{k} r} \cosh \left(\lambda_{r} x_{1}\right),  \tag{40c}\\
& U_{31,1}^{(k)}=\sum_{r=1}^{r=2\left(n_{L}+1\right)} c_{1 r} \varphi_{\bar{k} r} \sinh \left(\lambda_{r} x_{1}\right) . \tag{40d}
\end{align*}
$$

The quantities $c_{1 s}$ are free constants.
2.6 Stress Field and Boundary Conditions. Using the solutions (39) and (40), the stress field (21) in the $k$ th layer for the coupled problem formulation reads:

$$
\begin{align*}
\sigma_{11}^{(k)}= & \sigma_{11}^{0(k)}+\sum_{r=1}^{r=2\left(n_{L}+1\right)}\left[c_{1 r}\left(c_{1}^{(k)} \psi_{1 r}^{(k)}+c_{2}^{(k)} \psi_{2 r}^{(k)}\right) \cosh \left(\lambda_{r} x_{1}\right)\right. \\
& \left.+b_{1 r} c_{2}^{(k)}\left(\psi_{1 r}^{(k)}+\psi_{2 r}^{(k)}\right) \cosh \left(\lambda_{r} x_{2}\right)\right] \tag{41a}
\end{align*}
$$

$$
\begin{align*}
& \sigma_{22}^{(k)}= \sigma_{22}^{0(k)}+\sum_{r=1}^{r=2\left(n_{L}+1\right)}\left[c_{1 r} c_{2}^{(k)}\left(\psi_{1 r}^{(k)}+\psi_{2 r}^{(k)}\right) \cosh \left(\lambda_{r} x_{1}\right)\right. \\
&\left.+b_{1 r}\left(c_{1}^{(k)} \psi_{1 r}^{(k)}+c_{2}^{(k)} \psi_{2 r}^{(k)}\right) \cosh \left(\lambda_{r} x_{2}\right)\right]  \tag{41b}\\
& \sigma_{33}^{(k)}= \sum_{r=1}^{r=2\left(n_{L}+1\right)}\left(c_{2}^{(k)} \psi_{1 r}^{(k)}+c_{1}^{(k)} \psi_{2 r}^{(k)}\right)\left[c_{1 r} \cosh \left(\lambda_{r} x_{1}\right)\right. \\
&\left.+b_{1 r} \cosh \left(\lambda_{r} x_{2}\right)\right]  \tag{41c}\\
& \sigma_{23}^{(k)}=c_{3}^{(k)} \sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} \psi_{3 r}^{(k)} \sinh \left(\lambda_{r} x_{2}\right)  \tag{41d}\\
& \sigma_{13}^{(k)}=c_{3}^{(k)} \sum_{r=1}^{r=2\left(n_{L}+1\right)}  \tag{41e}\\
& \sum_{1 r} \psi_{3 r}^{(k)} \sinh \left(\lambda_{r} x_{1}\right) \tag{41f}
\end{align*}
$$

wherein

$$
\begin{gather*}
\psi_{1 s}^{(k)}=\psi_{1}^{(k)} \gamma_{k s}+\psi_{2}^{(k)} \gamma_{(k+1) s},  \tag{42a}\\
\psi_{2 s}^{(k)}=\psi_{1,3}^{(k)} \gamma_{\left(k+n_{L}+1\right) s}+\psi_{2,3}^{(k)} \gamma_{\left(k+n_{L}+2\right) s},  \tag{42b}\\
\psi_{3 s}^{(k)}=\psi_{1}^{(k)} \varphi_{\left(k+n_{L}+1\right) s}+\psi_{2}^{(k)} \varphi_{\left(k+n_{L}+2\right) s}+\psi_{1,3}^{(k)} \varphi_{k s}+\psi_{2,3}^{(k)} \varphi_{(k+1) s} \tag{42c}
\end{gather*}
$$

These stresses have to fulfill the conditions of traction-free plate edges:

$$
\begin{align*}
& \sigma_{\alpha \alpha}^{(k)}\left(x_{\alpha}=l_{\alpha}\right)=0,  \tag{43a}\\
& \sigma_{\alpha 3}^{(k)}\left(x_{\alpha}=l_{\alpha}\right)=0 . \tag{43b}
\end{align*}
$$

An identical fulfillment of Eq. (43) is not possible with the chosen form of a layerwise approach. However, an integrated form with respect to the plate interfaces using the same interpolation functions $\psi_{1}^{(k)}$ and $\psi_{2}^{(k)}$ as for the stresses can be utilized which leads to $4\left(n_{L}+1\right)$ equations for the $4\left(n_{L}+1\right)$ free constants $b_{1 s}$ and $c_{1 s}$ :

$$
\begin{align*}
& \int_{0}^{l_{2}} \int_{x_{3(k-2)}}^{x_{3(k-1)}} \sigma_{11}^{(k-1)}\left(x_{1}=l_{1}, x_{2}, x_{3}\right) \psi_{2}^{(k-1)} \mathrm{d} x_{2} \mathrm{~d} x_{3} \\
& \quad+\int_{0}^{l_{2}} \int_{x_{3(k-1)}}^{x_{3(k)}} \sigma_{11}^{(k)}\left(x_{1}=l_{1}, x_{2}, x_{3}\right) \psi_{1}^{(k)} \mathrm{d} x_{2} \mathrm{~d} x_{3}=0  \tag{44a}\\
& \int_{0}^{l_{1}} \int_{x_{3(k-2)}}^{x_{3(k-1)}} \sigma_{22}^{(k-1)}\left(x_{1}, x_{2}=l_{2}, x_{3}\right) \psi_{2}^{(k-1)} \mathrm{d} x_{1} \mathrm{~d} x_{3} \\
& \quad+\int_{0}^{l_{1}} \int_{x_{3(k-1)}}^{x_{3(k)}} \sigma_{22}^{(k)}\left(x_{1}, x_{2}=l_{2}, x_{3}\right) \psi_{1}^{(k)} \mathrm{d} x_{1} \mathrm{~d} x_{3}=0  \tag{44b}\\
& \int_{0}^{l_{2}} \int_{x_{3(k-2)}}^{x_{3(k-1)}} \sigma_{13}^{(k-1)}\left(x_{1}=l_{1}, x_{2}, x_{3}\right) \psi_{2}^{(k-1)} \mathrm{d} x_{2} \mathrm{~d} x_{3} \\
& \quad+\int_{0}^{l_{2}} \int_{x_{3(k-1)}}^{x_{3(k)}} \sigma_{13}^{(k)}\left(x_{1}=l_{1}, x_{2}, x_{3}\right) \psi_{1}^{(k)} \mathrm{d} x_{2} \mathrm{~d} x_{3}=0,  \tag{44c}\\
& \int_{0}^{l_{1}} \int_{x_{3(k-2)}}^{x_{3(k-1)}} \sigma_{23}^{(k-1)}\left(x_{1}, x_{2}=l_{2}, x_{3}\right) \psi_{2}^{(k-1)} \mathrm{d} x_{1} \mathrm{~d} x_{3} \\
& \quad+\int_{0}^{l_{1}} \int_{x_{3(k-1)}}^{x_{3(k)}} \sigma_{23}^{(k)}\left(x_{1}, x_{2}=l_{2}, x_{3}\right) \psi_{1}^{(k)} \mathrm{d} x_{1} \mathrm{~d} x_{3}=0 . \tag{44d}
\end{align*}
$$

This eventually yields an ordinary system of $4\left(n_{L}+1\right)$ linear equations for the free constants $b_{1 s}$ and $c_{1 s}$ :

$$
\begin{gather*}
\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} B_{1 r}^{(k)}+\sum_{r=1}^{r=2\left(n_{L}+1\right)} c_{1 r} C_{1 r}^{(k)}=D_{1}^{(k)},  \tag{45a}\\
\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} B_{2 r}^{(k)}+\sum_{r=1}^{r=2\left(n_{L}+1\right)} c_{1 r} C_{2 r}^{(k)}=D_{2}^{(k)}, \\
r=2\left(n_{L}+1\right)  \tag{45b}\\
\sum_{r=1}^{r=2\left(n_{L}+1\right)} b_{1 r} B_{3 r}^{(k)}=0,  \tag{45c}\\
\sum_{r=1} c_{1 r} C_{3 r}^{(k)}=0 . \tag{45d}
\end{gather*}
$$

The coefficients $B_{1 s}^{(k)}, B_{2 s}^{(k)}, B_{3 s}^{(k)}, C_{1 s}^{(k)}, C_{2 s}^{(k)}, C_{3 s}^{(k)}$ and the righthand terms $D_{1}^{(k)}, D_{2}^{(k)}$ are given in detail in Appendix 2. With that, the development of the higher order layerwise theory is completed.

## 3 Results and Discussion

3.1 Convergence Study. It is of basic interest to study the behavior of the present analysis method with varying degrees of discretization refinement of the computational model. For the sake of simplicity let us investigate a four-layered symmetric bimaterial plate with material 1 in the facings and material 2 in the inner two layers. Let us assume that the physical layers are identically subdivided into $m=1 / 4 n_{L}$ mathematical layers whereas we will investigate the development of the solution for $m=3, m=6, m$ $=9$, and $m=12$. Let us assume aluminum as material 1 with the elastic properties:

$$
\begin{equation*}
E^{1}=71,000 \mathrm{MPa}, \quad \nu^{1}=0.34, \quad \alpha_{t}^{1}=24 \times 10^{-6} \mathrm{~K}^{-1}, \tag{46}
\end{equation*}
$$

whereas material 2 is supposed to be nickel:

$$
\begin{equation*}
E^{2}=210,000 \mathrm{MPa}, \quad \nu^{2}=0.31, \quad \alpha_{t}^{2}=13 \times 10^{-6} \mathrm{~K}^{-1} \tag{47}
\end{equation*}
$$

The individual physical layers of the $[\mathrm{Al}, \mathrm{Ni}]_{S}$ plate are assumed to have a thickness of 0.5 mm each which leads to a total plate thickness of $d=2.0 \mathrm{~mm}$. A similar layered plate under uniform thermal load has been considered by Becker et al. [50]. The load case is a uniform temperature drop of $\Delta T=-100 \mathrm{~K}$. CLPT predicts the nonvanishing in-plane stresses as

$$
\begin{gather*}
\sigma_{11}^{0(1)}=\sigma_{11}^{0(4)}=\sigma_{22}^{0(1)}=\sigma_{22}^{0(4)}=87.43 \mathrm{MPa}  \tag{48a}\\
\sigma_{11}^{0(2)}=\sigma_{11}^{0(3)}=\sigma_{22}^{0(2)}=\sigma_{22}^{0(3)}=-87.43 \mathrm{MPa} \tag{48b}
\end{gather*}
$$

The in-plane dimensions of the computational model are set to $l_{1}=l_{2}=2 d=4.0 \mathrm{~mm}$. For evaluation purposes from now on let us refer to an orthonormal corner coordinate system $\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}$ (see Fig. 2). Figure 3 depicts the resultant distribution of the interlaminar normal stress $\sigma_{33}$ through the thickness at the corner tip $\bar{x}_{1}$ $=0, \bar{x}_{2}=0,-d / 2 \leqslant \bar{x}_{3} \leqslant d / 2$ for $m=3, m=6, m=9$, and $m=12$. We did not calculate mean values of $\sigma_{33}$ at one interface coordinate $\bar{x}_{3}$ but have depicted both stress values of the respective two adjacent mathematical layers to gain an estimate of the convergence of the presented method with respect to the development of continuous interlaminar stresses in the mathematical interfaces. As could be expected, the quality of the stress results increases with


Fig. 2 Corner coordinate system $\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}$


Fig. 3 Convergence study, $\sigma_{33}$ through the thickness $-d / 2 \leqslant \bar{x}_{3} \leqslant d / 2$ at the corner tip $\bar{x}_{1}=0$, $\bar{x}_{2}=0$ for $\boldsymbol{m}=3$ (upper left portion), $\boldsymbol{m}=6$ (upper right portion), $\boldsymbol{m}=9$ (lower left portion), $\boldsymbol{m}$ $=12$ (lower right portion), $\bar{x}_{3}$ in mm , all stresses in MPa
higher values of $m$. In regions that are not dominated by singular influences, i.e., some distance away from the interfaces between two dissimilar physical layers at $\bar{x}_{3}= \pm d / 4$, convergence of the stress distributions is rapid and almost continuous stresses in the mathematical interfaces are achieved. Close to the physical interfaces between the aluminum and nickel layers, however, no convergence of the solution can be observed as with higher values of $m$ positive stress values are encountered that seem to increase without bound. This is a common effect when applying discretizing methods in the vicinity of physical interfaces between dissimilar plate layers at free edges and corners and hints of a distinct corner stress singularity as the comparison of $\sigma_{33}$ at $\bar{x}_{1}=0, \bar{x}_{2}$ $=0, \bar{x}_{3}=d / 4$ for varying $m$ (see Table 1 where the mean values of the two according interface values $\sigma_{33}^{\mathrm{Tip}}=\sigma_{33}\left(\bar{x}_{1}=0, \bar{x}_{2}=0, \bar{x}_{3}\right.$ $=d / 4)$ of the adjacent mathematical layers are given) also shows. Furthermore, in the regions close to the physical interfaces the continuity properties of $\sigma_{33}$ remain somewhat poor for all $m$. Also note that the fulfillment of the boundary condition of traction free plate surfaces, i.e., here $\sigma_{33}\left(\bar{x}_{1}=0, \bar{x}_{2}=0, \bar{x}_{3}= \pm d / 2\right)=0$, is significantly improved with increasing values of $m$ (see also Table 1 where the numerical values of $\sigma_{33}^{\mathrm{Bot}}=\sigma_{33}\left(\bar{x}_{1}=0, \bar{x}_{2}=0, \bar{x}_{3}\right.$ $=-d / 2)$ at the bottom surface of the plate are given). This is all the more satisfactory as the fulfillment of this boundary condition is not part of the formulation of the layerwise theory, hence these results also render the presented method reliable with plausible results. The differences $\Delta \sigma_{33}^{\text {Tip }}$ and $\Delta \sigma_{33}^{\text {Bot }}$ between two stress values $\sigma_{33}^{\mathrm{Tip}}$ and $\sigma_{33}^{\text {Bot }}$ for two sequent values of $m$, i.e., $\Delta \sigma_{33}^{\mathrm{Tip}}$
$=\sigma_{33}^{\mathrm{Tip}}(m)-\sigma_{33}^{\mathrm{Tip}}(m-1)$ and $\Delta \sigma_{33}^{\mathrm{Bot}}=\sigma_{33}^{\mathrm{Bot}}(m)-\sigma_{33}^{\mathrm{Bot}}(m-1)$, are also given in Table 1. It is noted that the convergence rate is high for lower values of $m$ and decreases with higher $m$.

The analytical method exhibits excellent convergence properties for the intralaminar CLPT stresses, accordingly Fig. 4, upper left portion, shows the distribution of $\sigma_{11}\left(\bar{x}_{1}=l_{1}, \bar{x}_{2}=l_{2},-d / 2\right.$ $\leqslant \bar{x}_{3} \leqslant d / 2$ ) in the center of the plate for $m=3$ only. Deviations between the analytical results and the CLPT predictions of about $1 \%$ are found for this stage of discretization.

Figure 4, upper right portion, shows the distribution of $\sigma_{33}$ along the plate edge $\bar{x}_{2}=0$ in the range $0 \leqslant \bar{x}_{1} \leqslant l_{1} / 2$ at the thickness coordinate $\bar{x}_{3}=d / 4$, i.e., directly at the interface between the upper aluminum ply and the nickel layer, for the discretizations $m=3, m=6, m=9$, and $m=12$. Since $\sigma_{33}$ is dominated by a singularity along the entire structural line $0 \leqslant \bar{x}_{1} \leqslant l_{1}$ directly at the interface at $\bar{x}_{3}=d / 4$, no convergence of the stress results can be observed. With increasing values of $m$, higher stress values are found in the entire considered range. Note that the differences between the results of two sequent discretization stages $m$ seem to be more pronounced in the closer corner regions which hints of a distinct corner singularity that will most probably exhibit characteristics different from the occurring edge singularities.

Figure 4, lower left portion, depicts the classical free-edge effect situation of $\sigma_{33}$ at $\bar{x}_{2}=l_{2}$ in the range $0 \leqslant \bar{x}_{1} \leqslant l_{1} / 2$ at $\bar{x}_{3}$ $=d / 4$. Along this structural line, $\sigma_{33}$ is dominated by a singularity only at the edge point $\bar{x}_{1}=0, \bar{x}_{2}=l_{2}, \bar{x}_{3}=d / 4$. It is observed that

Table 1 Convergence study, $\sigma_{33}=\sigma_{33}^{\text {Tip }}$ at $\bar{x}_{1}=0, \bar{x}_{2}=0$ in the physical interface $\bar{x}_{3}=d / 4$ and $\sigma_{33}=\sigma_{33}^{\text {Bot }}$ at $\bar{x}_{1}=0, \bar{x}_{2}=0$ at the bottom of the plate $\bar{x}_{3}=-d / 2$ for several discretization stages $\boldsymbol{m}$, differences between sequent discretization degrees, all stresses in MPa

| $m$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\sigma_{33}^{\text {Tip }}$ | 182.51 | 201.50 | 217.36 | 230.89 | 242.70 | 253.18 | 262.60 | 271.17 | 279.02 | 286.29 |
| $\Delta \sigma_{33}^{\text {Tip }}$ | $\cdots$ | 18.99 | 15.86 | 13.53 | 11.81 | 10.48 | 9.42 | 8.57 | 7.85 | 7.27 |
| $\sigma_{33}^{\text {Bot }}$ | -15.20 | -4.91 | -5.07 | -3.05 | -2.32 | -1.63 | -1.19 | -0.85 | -0.61 | -0.42 |
| $\Delta \sigma_{33}^{\text {Bot }}$ | $\cdots$ | 10.29 | -0.16 | 2.02 | 0.73 | 0.69 | 0.44 | 0.34 | 0.24 | 0.19 |



Fig. 4 Convergence study, $\sigma_{11}$ through the thickness $-d / 2 \leqslant \bar{x}_{3} \leqslant d / 2$ at the plate center point $\bar{x}_{1}=I_{1}, \bar{x}_{2}=I_{2}$ (upper left portion), $\sigma_{33}$ at $\bar{x}_{2}=0, \bar{x}_{3}=d / 4$ in the range $0 \leqslant \bar{x}_{1} \leqslant I_{1} / 2$ (upper right portion), $\sigma_{33}$ at $\bar{x}_{2}=I_{2}, \bar{x}_{3}=d / 4$ in the range $0 \leqslant \bar{x}_{1} \leqslant I_{1} / 2$ (lower left portion), $\sigma_{13}$ at $\bar{x}_{2}=0, \bar{x}_{3}$ $=d / 4$ in the range $0 \leqslant \bar{x}_{1} \leqslant I_{1} / 2$ (lower right portion), $\bar{x}_{1}$ and $\bar{x}_{3}$ in mm , all stresses in MPa
the stress results for all applied discretization schemes in the entire investigated range agree well with the obvious exception of the close edge region where again no convergence of the results is found. Since this is a common observation with free-edge effects in layered plates this result is not unexpected.

Figure 4, lower right portion, shows the interlaminar shear stress $\sigma_{13}$ at $\bar{x}_{2}=0$ in the range $0 \leqslant \bar{x}_{1} \leqslant l_{1} / 2$ at $\bar{x}_{3}=d / 4$. Since $\sigma_{13}$ is not dominated by singular influences for this class of plate layups, the peak values of $\sigma_{13}$ some distance from the plate edge show convergent behavior, as between the discretization stages $m=9$ and $m=12$ only small deviations are observed. However, it must be noted that the fulfillment of the boundary conditions [Eq. (43b)] is only approximately achieved at this location. However, we will present results for $\sigma_{13}$ later on where a satisfying fulfillment of Eq. (43b) is shown.

For the investigation of basic characteristics of thermoelastic free-corner problems, a discretization degree of at least $m=6$ is recommended. However, if there is interest in very accurate results, a value of $m=12$ mathematical layers per physical ply should be applied, which in all corresponds to $n_{L}=48$ mathematical layers in the present four-plied plate. As the convergence study has shown, this degree of refinement of the computational model
is a reasonable compromise between the spent computational cost (note that one analysis at this degree of discretization takes several seconds on a standard personal computer) and the achieved accuracy of the analysis results. The value $m=12$ will also be applied in all subsequent computations.
3.2 Thermoelastic Stress Fields in a Bimaterial Plate. Let us further refer to the $[\mathrm{Al}, \mathrm{Ni}]_{S}$ plate with $\Delta T=-100 \mathrm{~K}$ and first investigate the intralaminar normal stress $\sigma_{11}$ in the plate middle plane $\bar{x}_{3}=0$ in the range $0 \leqslant \bar{x}_{1} \leqslant l_{1}, 0 \leqslant \bar{x}_{2} \leqslant l_{2}$ as it is depicted in Fig. 5(a). Results for the second occurring in-plane normal stress $\sigma_{22}$ are not given since these can be achieved from the results for $\sigma_{11}$ by switching the axes $\bar{x}_{1}, \bar{x}_{2}$. The in-plane normal stress $\sigma_{11}$ exhibits significant gradients with respect to $\bar{x}_{1}$ and $\bar{x}_{2}$ in the vicinity of both free plate edges and fulfills the given boundary condition Eq. (43a) reasonably well whereas some disruption is found in the closer corner region. In the inner plate regions CLPT holds true. Thus, the present stress localization problem is such that the in-plane stresses are rendered more harmless in comparison to their CLPT values.
Furthermore, let us investigate the distribution of the interlaminar shear stress $\sigma_{13}$ in the interval $0 \leqslant \bar{x}_{1} \leqslant l_{1}, 0 \leqslant \bar{x}_{2} \leqslant l_{2}$ at $\bar{x}_{3}$


Fig. 5 (a) $\sigma_{11}$ at $\bar{x}_{3}=0$ in the range $0 \leqslant \bar{x}_{1} \leqslant I_{1}, 0 \leqslant \bar{x}_{2} \leqslant I_{2}$, (b) $\sigma_{13}$ at $\bar{x}_{3}=3 / 16 d$ in the range $0 \leqslant \bar{x}_{1} \leqslant I_{1}, 0 \leqslant \bar{x}_{2} \leqslant I_{2}$, and $\bar{x}_{1}$ and $\bar{x}_{2}$ in mm, all stresses in MPa


Fig. 6 (a)-(i) $\sigma_{33}$ at several locations $\bar{x}_{3}$ in the range $0 \leqslant \bar{x}_{1} \leqslant I_{1}, 0 \leqslant \bar{x}_{2} \leqslant I_{2}$, (a) $\sigma_{33}$ at $\bar{x}_{3}=0$, (b) $\sigma_{33}$ at $\bar{x}_{3}=d / 16$, (c) $\sigma_{33}$ at $\bar{x}_{3}=d / 8$, (d) $\sigma_{33}$ at $\bar{x}_{3}=3 d / 16$, (e) $\sigma_{33}$ at $\bar{x}_{3}=d / 4$, (f) $\sigma_{33}$ at $\bar{x}_{3}=5 d / 16$, (g) $\sigma_{33}$ at $\bar{x}_{3}=3 d / 8$, (h) $\sigma_{33}$ at $\bar{x}_{3}=7 d / 16$, (i) $\sigma_{33}$ at $\bar{x}_{3}=d / 2, \bar{x}_{1}$ and $\bar{x}_{2}$ in mm , all stresses in MPa
$=3 / 16 d$ (Fig. $5(b)$ ). Due to the same symmetry reasons as for $\sigma_{11}$ and $\sigma_{22}$, results for the second occurring interlaminar shear stress $\sigma_{23}$ are not given. It is found that $\sigma_{13}$ fulfills the boundary condition of traction-free plate edges (43b) in a convincing manner (a value of $\sigma_{13}=-0.21 \mathrm{MPa}$ is encountered at $\bar{x}_{1}=0$ ) and rises to a positive peak value at some distance from the free plate edge before falling to zero values in the inner plate regions. Note that as $\sigma_{13}$ is coupled with the inplane normal stress $\sigma_{11}$ by threedimensional equilibrium (22) and since the gradient $\sigma_{11,1}$ is nonvanishing (Fig. 5(a)), the occurrence of nonconstant inplane stresses $\sigma_{11}$ is mainly responsible for the occurrence of interlaminar corner stress concentrations of $\sigma_{13}$. Similar reasoning will also hold true for the relationship between $\sigma_{22}$ and $\sigma_{23}$. Since the encountered peak value of $\sigma_{13}$ at the present location is about half of the inplane normal stresses $\sigma_{11}^{0}$ and $\sigma_{22}^{0}$ according to CLPT and the peak value at $\bar{x}_{3}=d / 4$ is even higher (see Fig. $4(d)$ ), it is appropriate to talk about a serious stress concentration phenomenon.

In the course of the convergence study it was revealed that the occurring interlaminar normal stresses $\sigma_{33}$ exhibit very high peak values in the vicinity of the free laminate corner and also along the free plate edges which characterizes the encountered free-edge effects and especially the free-corner effect as possibly critical stress concentration phenomena. Thus it is justified to discuss the occurring distributions of $\sigma_{33}$ at some more length. Figures $6(a)-$ $6(i)$ display the distributions of $\sigma_{33}$ in the interval $0 \leqslant \bar{x}_{1} \leqslant l_{1}, 0$ $\leqslant \bar{x}_{2} \leqslant l_{2}$ at several thickness locations $\bar{x}_{3}$ from the plate middle plane at $\bar{x}_{3}=0$ upward to the free plate surface at $\bar{x}_{3}=d / 2$, namely between every third mathematical layer. In addition, Fig. 7 shows a thickness plot of the mean values of $\sigma_{33}$ at the corner tip
$\bar{x}_{1}=\bar{x}_{2}=0$ in all interfaces between the mathematical layers in the interval $0 \leqslant \bar{x}_{3} \leqslant d / 2$. Table 2 shows a relative comparison between the encountered corner stresses $\sigma_{33}$ at $\bar{x}_{1}=\bar{x}_{2}=0$ and the CLPT in-plane normal stress $\sigma_{11}^{0(1)}$. As the shear stress gradients $\sigma_{13,1}$ and $\sigma_{23,2}$ are nonvanishing (see also Figs. $4(d)$ and $5(b)$ ), the interlaminar normal stress $\sigma_{33}$ has to arise due to threedimensional equilibrium (22). Figures $6(a)-6(i)$ show that the encountered free-corner effect in essence consists of the superposition of the two corresponding free-edge effects that culminate in distinct stress peaks at the corner tip at $\bar{x}_{1}=\bar{x}_{2}=0$. This is encountered at all locations $\bar{x}_{3}$. Note that below the physical interface at $\bar{x}_{3}=d / 4$ in the nickel layer, the encountered free-edge effects are


Fig. 7 Interlaminar normal stress $\sigma_{33}$ through the thickness $0 \leqslant \bar{x}_{3} \leqslant d / 2$ at the corner tip $\bar{x}_{1}=0, \bar{x}_{2}=0, \bar{x}_{3}$ in mm , all stresses in MPa

Table 2 Mean values of $\sigma_{33}$ at the corner tip $\bar{x}_{1}=0, \bar{x}_{2}=0$ at several locations $\bar{x}_{3}$, comparison with in-plane CLPT stresses, $\bar{x}_{3}$ in mm , all stresses in MPa

| $\bar{x}_{3}$ | 0.000 | 0.042 | 0.083 | 0.125 | 0.167 | 0.208 | 0.250 | 0.292 | 0.333 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: |
| $\sigma_{33}^{\text {Tip }}$ | 246.52 | 247.22 | 249.34 | 253.00 | 258.37 | 265.82 | 275.70 | 289.22 | 306.43 |
| $\frac{\sigma_{33}^{\text {Tip }}}{}$ | 2.82 | 2.83 | 2.85 | 2.89 | 2.96 | 3.04 | 3.15 | 3.31 | 3.50 |
| $\sigma_{11}^{0}\left(m_{1}\right)$ |  |  |  |  |  |  |  |  |  |
| $\bar{x}_{3}$ | 0.375 | 0.417 | 0.458 | 0.500 | 0.542 | 0.583 | 0.625 | 0.667 | 0.708 |
| $\sigma_{33}^{\text {Tip }}$ | 334.31 | 367.37 | 455.81 | 286.29 | 24.55 | 4.24 | -23.43 | -25.07 | -27.88 |
| $\frac{\sigma_{33}^{\text {Tip }}}{\sigma_{11}^{0}\left(m_{1}\right)}$ | 3.82 | 4.20 | 5.21 | 3.27 | 0.28 | 0.05 | -0.27 | -0.29 | -0.32 |
| $\bar{x}_{3}$ | 0.750 | 0.792 | 0.833 | 0.875 | 0.917 | 0.958 | 1.000 |  |  |
| $\sigma_{33}^{\text {Tip }}$ | -26.16 | -22.83 | -17.86 | -12.03 | -6.28 | -2.18 | -0.42 |  |  |
| $\frac{\sigma_{33}^{\text {Tip }}}{\sigma_{11}^{0}\left(m_{1}\right)}$ | -0.30 | -0.26 | -0.20 | -0.14 | -0.07 | -0.02 | 0.00 |  |  |

possibly critical with high tensile stresses at the plate edges that are well above the stress values of CLPT. However, also note that the arising free-corner effects exhibit stress peaks at the corner tip that amount to approximately double values of the involved freeedge effects and thus make the immediate vicinity of the free corner tip in the interval $0 \leqslant \bar{x}_{3} \leqslant d / 4$ the most critical location with respect to the initiation of delamination. The encountered stress distributions above the physical interface at $\bar{x}_{3}=d / 4$ are in contrast to those previously discussed. Here, $\sigma_{33}$ reaches some positive peak values some distance from both free plate edges before falling to compressive edge and corner values. All encountered absolute values of $\sigma_{33}$ are well below those in the range 0 $\leqslant \bar{x}_{3} \leqslant d / 4$ as can also be concluded from Fig. 7 and Table 2. Figure $6(i)$ shows that the boundary condition of traction free plate surfaces is met with reasonable accuracy. The encountered stress values at $\bar{x}_{3}=d / 2$ are negligible in comparison to those found at all other locations $\bar{x}_{3}$.

Becker et al. [50] investigated the free-corner effect in thermally loaded cross-ply plates and calculated stresses for the layup $[\mathrm{Ni}, \mathrm{Al}]_{S}$ under a uniform thermal load of $\Delta T=100 \mathrm{~K}$ with the geometry data identical to those previously discussed. Figure 8 shows a comparison of the present method and the approach as described in [50] which consists of a variational principle and a layerwise stress shape assumption for the in-plane stresses in the form of exponential functions with unknown decaying rate. The finite element results reported in [50] are also depicted in Fig. 8. Results are generated at the thickness coordinate $\bar{x}_{3}=d / 5$ in the range $0 \leqslant \bar{x}_{1} \leqslant l_{1}, \bar{x}_{2}=0$. A reasonable agreement between both methods is found which lends credibility to the present approach. Furthermore, the present analysis compares well with the numerical results as given in [50]. The deviations between the present results and those from Becker et al. probably stem from the fact


Fig. 8 Comparison of the present method with the results of Becker et al., $\sigma_{13}$ and $\sigma_{33}$ at $\bar{x}_{2}=0, \bar{x}_{3}=d / 5$ in the range $0 \leqslant \bar{x}_{1}$ $\leqslant I_{1}, \bar{x}_{1}$ in mm , all stresses in MPa
that in [50] a coarse finite element mesh was employed whereas the presently applied discretization scheme with 12 sublayers per physical layer means a quite high discretizational effort. Furthermore, the closed-form analysis performed in [50] is based on very simple stress shapes the choice of which is somewhat arbitrary so that it may be concluded that the presently applied displacement based approach probably yields results of higher accuracy. However, the overall qualitative agreement between [50] and the present approach is quite satisfying and thus renders the presented displacement based approach a trustworthy method.

## 4 Summary

We have presented a layerwise displacement based approach to the determination of displacements, strains, and stresses in the vicinity of free edges and corners of symmetric plates of isotropic layers under uniform thermal load. After the assumption of a linear interpolation scheme between introduced interface functions that only depend on the in-plane coordinates, the application of the principle of minimum elastic potential of the plate leads to the Euler-Lagrange differential equations that govern the interface functions. These equations allow a closed-form solution due to some simplifying considerations in the displacement formulations and the nature of the encountered free-corner effect. In conclusion, it can be stated that the occurring corner and edge perturbations are an utmost localized phenomenon and are found to be bounded to a small edge region. Especially, the occurrence of interlaminar normal stresses $\sigma_{33}$ in the near field of the free plate corner is a highly critical stress concentration problem and should be considered with care whenever layered structural elements are involved under thermal influence.

## Nomenclature

## Subscripts

$(k)=$ layer/interface index
$(\ldots)_{, i}=$ partial derivative with respect to $x_{i}$
$\alpha, \beta, \gamma, \delta=1,2$
$i, j=1,2,3$
$o, p=1,2,6$
$m=1,2,3, \ldots, 6$
$p, q=1,2,3, \ldots, n_{L}+1$
$s, t=1,2,3, \ldots, 2\left(n_{L}+1\right)$
$r=$ summation index $m=$ auxiliary subscript
$\bar{k}=k+n_{L}+1$, auxiliary subscript

## Superscripts

$(k)=$ layer/interface superscript
$0=$ quantity according to classical laminate plate theory (CLPT)

$$
\begin{aligned}
r & =\text { summation superscript } \\
m & =\text { auxiliary superscript }
\end{aligned}
$$

## Coordinates

$$
\begin{aligned}
x_{1}, x_{2}, x_{3}= & \text { orthonormal reference axes, inplane coordi- } \\
& \text { nates } x_{1}, x_{2}, \text { and thickness coordinate } x_{3} \\
\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}= & \text { orthonormal corner coordinate system }
\end{aligned}
$$

## Basic Quantities



## Quantities According to CLPT

$N_{\alpha \beta}, M_{\alpha \beta}=$ normal/shear forces and bending/twisting moments
$\varepsilon_{\alpha \alpha}^{0}, \gamma_{12}^{0}=$ normal/shear strains
$\varepsilon^{0}=$ normal strain of the isotropic plate
$\kappa_{\alpha \alpha}^{0}, \kappa_{12}^{0}=$ plate curvatures/torsion
$A_{o p}, B_{o p}, D_{o p}=$ membrane/coupling/plate stiffnesses
$Q_{o p}^{(k)}=$ layerwise reduced stiffness components
$\sigma_{\alpha \alpha}^{0(k)}, \sigma_{12}^{0(k)}=$ layerwise normal/shear stresses
${ }_{N^{T}} \quad \alpha_{\alpha \beta t}^{(k)}=$ layerwise coefficients of thermal expansion
$\begin{aligned} N_{\alpha \beta}^{T}, M_{\alpha \beta}^{T} & =\text { thermal forces } / \text { moments } \\ N^{T} & =\text { thermal normal force }\end{aligned}$
$u_{\alpha}^{0(k)}, u_{3}^{0(k)}=$ layerwise inplane/transverse displacements
$\varepsilon_{33}^{0(k)}=$ layerwise transverse normal strain
$\xi_{m}^{(k)}=$ layerwise auxiliary geometric quantity

## Vectors and Matrices

$$
\begin{aligned}
& \underline{(\ldots)}= \text { vector, one-dimensional array } \\
& \underline{(\ldots)}= \text { matrix, two-dimensional array } \\
& \underline{\left(\ldots, \underline{M} \in \mathbb{R}^{3 \times 1}\right.}= \begin{array}{l}
\text { arrays of normal/shear forces and } \\
\text { bending/twisting moments }
\end{array} \\
& \underline{\varepsilon}^{0}, \underline{\kappa}^{0} \in \mathbb{R}^{3 \times 1}=\begin{array}{l}
\text { arrays of CLPT normal/shear } \\
\\
\\
\text { strains and plate curvatures/ } \\
\text { torsion }
\end{array} \\
& \underline{\alpha}_{t}^{0(k)} \in \mathbb{R}^{3 \times 1}=\begin{array}{l}
\text { array of layerwise CLPT coeffi- } \\
\text { cients of thermal expansion }
\end{array} \\
& \underline{\alpha}_{t}^{(k)} \in \mathbb{R}^{6 \times 1}=\begin{array}{l}
\text { array of layerwise three- } \\
\\
\\
\\
\text { dimensional coefficients of ther- } \\
\text { mal expansion }
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \underline{\sigma}^{0(k)} \in \mathbb{R}^{3 \times 1}=\text { array of layerwise CLPT normal/ } \\
& \text { shear stresses } \\
& \underline{\sigma}^{(k)}, \underline{\varepsilon}^{(k)} \in \mathbb{R}^{6 \times 1}=\text { arrays of layerwise three- } \\
& \text { dimensional normal/shear stresses } \\
& \text { and strains } \\
& \underline{U}_{\alpha} \in \mathbb{R}^{\left(n_{L}+1\right) \times 1}=\text { vectors of displacement functions } \\
& U_{\alpha}^{(k)} \\
& \underline{U}_{3 \alpha} \in \mathbb{R}^{\left(n_{L}+1\right) \times 1}=\text { vectors of displacement functions } \\
& U_{3 \alpha}^{(k)} \\
& \underline{F} \in \mathbb{R}^{\left(n_{L}+1\right) \times 1}=\text { vector of effective forces } \\
& \underline{0} \in \mathbb{R}^{\left(n_{L}+1\right) \times 1}=\text { zero vector } \\
& \underline{b}_{\alpha}, \underline{c}_{\alpha} \in \mathrm{R}^{2\left(n_{L}+1\right) \times 1}=\text { arrays of free constants } \\
& \underline{\bar{U}}_{\alpha \beta} \in \mathbb{R}^{\left(n_{L}+1\right) \times 1}=\text { auxiliary displacement vectors } \\
& \bar{U}_{\alpha} \in R^{2\left(n_{L}+1\right) \times 1}=\text { auxiliary displacement vectors } \\
& \underline{\underline{F}} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 1}=\text { auxiliary effective force vector } \\
& \underline{\underline{A}}, \underline{\underline{B}}, \underline{\underline{D}} \in \mathbb{R}^{3 \times 3}=\text { matrices of CLPT laminate } \\
& \text { membrane/coupling/plate stiff- } \\
& \text { nesses } \\
& \underline{\underline{Q}}^{(k)} \in \mathrm{R}^{3 \times 3}=\text { matrix of layerwise reduced stiff- } \\
& \text { nesses } \\
& \underline{\underline{C}}^{(k)} \in \mathrm{R}^{6 \times 6}=\text { matrix of layerwise three- } \\
& \text { dimensional stiffnesses } \\
& \underline{\underline{K}}_{m} \in \mathbb{R}^{\left(n_{L}+1\right) \times\left(n_{L}+1\right)}=\text { quadratic coefficient matrices } \\
& \underset{\left.\underline{E} \in \mathbb{R}^{\left(n_{L}+1\right) \times\left(n_{L}+1\right)}=\text { unity matrix } \mathbb{R}^{\left(n_{L}+1\right) \times\left(n_{L}\right.} \mathbf{x}\right)}{ } \\
& \underline{\underline{0}} \in \mathbb{R}^{\left(n_{L}+1\right) \times\left(n_{L}+1\right)}=\text { zero matrix } \\
& \underline{\underline{C}}_{1} \stackrel{\equiv}{=} \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}=\text { diagonal matrix containing hyper- } \\
& \text { bolic cosines } \\
& \underline{\underline{S}}_{1} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}=\text { diagonal matrix containing hyper- } \\
& \text { bolic sines } \\
& \overline{\underline{K}}_{i} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}=\text { auxiliary stiffness matrices } \\
& \stackrel{\underline{\underline{\Gamma}} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}}{ }=\text { matrix of eigenvectors of } \underline{\underline{K}}_{3} \\
& \Phi, \underline{\underline{\Lambda}} \in \mathbb{R}^{2\left(n_{L}+1\right) \times 2\left(n_{L}+1\right)}=\text { auxiliary matrices }
\end{aligned}
$$

## Quantities According to the Three-Dimensional Layerwise Linear Theory Approach

$$
\sigma_{i i}^{(k)}, \sigma_{i j}^{(k)}=\text { layerwise normal/shear stresses }
$$

$u_{\alpha}^{(k)}, u_{3}^{(k)}=$ layerwise inplane/transverse displacements
$\varepsilon_{i i}^{(k)}, \gamma_{i j}^{(k)}=$ layerwise normal/shear strains
$u_{\alpha}^{1(k)}, u_{3}^{1 \alpha(k)}=$ layerwise inplane/transverse higher order displacement terms
$U_{\alpha}^{(k)}, U_{3 \alpha}^{(k)}=$ displacement functions in interface (k)
$U_{\alpha}^{(k+1)}, U_{3 \alpha}^{(k+1)}=$ displacement functions in interface $(k+1)$
$\psi_{\alpha}^{(k)}=$ layerwise linear Lagrangian interpolation functions
$\Pi=$ total potential energy of the laminate
$F^{(k)}=$ layerwise integrand of the energy functional
$H_{k}^{(k)}, \quad H_{\beta \gamma}^{(k)}, \quad H_{\beta k}^{(k)}$,
$I_{i \gamma 1}^{(k)}, I_{i \gamma 2}^{(k)}, J_{i \gamma 1}^{(k)}, J_{i \gamma 2}^{(k)}$,
$K_{i \gamma \delta 1}^{(k)}, K_{i \gamma \delta 2}^{(k)}, K_{i \gamma \delta 3}^{(k)}$,
$\begin{aligned} L_{i \gamma 1}^{(k)}, L_{i \gamma 2}^{(k)}= & \text { layerwise stress and stiffness result- } \\ & \text { ants } \\ K_{p q m}= & \text { components of } \underline{K}_{m} \\ \gamma_{s t}, \varphi_{s t}= & \text { components of } \overline{\bar{\Gamma}} / \Phi \\ \lambda_{s}= & \text { roots of the } 2\left(n_{L}+1\right) \text { eigenvalues } \\ & \lambda_{1}^{2}, \lambda_{2}^{2}, \ldots, \lambda_{\left(2 n_{L}+2\right)}^{2} \text { of } \overline{\underline{K}}_{3} \\ b_{\alpha s}, c_{\alpha s}= & \text { free constants, components of } \underline{b}_{\alpha} \text { and } \\ & \underline{c}_{\alpha} \\ B_{i s}^{(k)}, C_{i s}^{(k)}= & \text { coefficients in equation system result- } \\ & \text { ing from boundary conditions }\end{aligned}$

$$
\begin{aligned}
& D_{\alpha}^{(k)}= \begin{array}{l}
\text { right-hand side terms in equation } \\
\text { system resulting from boundary con- } \\
\text { ditions }
\end{array} \\
& \sigma_{33}^{\text {tip }}= \begin{array}{l}
\sigma_{33} \text { in the interface between two } \\
\text { physical layers at the free corner tip }
\end{array} \\
& \sigma_{33}^{\text {bot }}=\begin{array}{l}
\sigma_{33} \text { at the bottom of the laminate at } \\
\text { the free corner tip }
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \Delta \sigma_{33}^{\mathrm{tip}}, \Delta \sigma_{33}^{\text {bot }}= \text { differences between values of } \\
& \sigma_{33}^{\mathrm{tip}} / \sigma_{33}^{\text {bot }} \text { for two sequent values of } m \\
& \psi^{(k)}, \psi_{i s}^{(k)}, \xi_{i s}^{(k)}=\text { auxiliary quantities }
\end{aligned}
$$

## Appendix 1

The coefficient matrices $\underline{\underline{K}}_{m}$ read:

$$
\underline{K}_{m}=\left[K_{p q m}\right]=\left(\begin{array}{ccccccc}
K_{11 m} & K_{12 m} & 0 & 0 & \cdots & 0 & 0  \tag{49}\\
K_{21 m} & K_{22 m} & K_{23 m} & 0 & \cdots & 0 & 0 \\
0 & K_{32 m} & K_{33 m} & K_{34 m} & \cdots & 0 & 0 \\
0 & 0 & K_{43 m} & K_{44 m} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & K_{n_{L^{n} L^{m}}} & K_{n_{L}\left(n_{L}+1\right) m} \\
0 & 0 & 0 & 0 & \cdots & K_{\left(n_{L}+1\right) n_{L} m} & K_{\left(n_{L}+1\right)\left(n_{L}+1\right) m}
\end{array}\right) .
$$

Their nonvanishing components with $p=[q-1, q, q+1]$ can be written as:

$$
\begin{align*}
& K_{p q 1}=\left[K_{3123}^{(q-1)},\left(K_{3223}^{(q-1)}+K_{3113}^{(q)}\right), K_{3123}^{(q)}\right],  \tag{50a}\\
& K_{p q 2}=-\left[K_{1121}^{(q-1)},\left(K_{1221}^{(q-1)}+K_{1111}^{(q)}\right), K_{1121}^{(q)}\right],  \tag{50b}\\
& K_{p q 3}=\left[\left(K_{3212}^{(q-1)}-K_{2122}^{(q-1)}\right),\left(K_{3222}^{(q-1)}-K_{2222}^{(q-1)}+K_{3112}^{(q)}\right.\right. \\
& \left.\left.-K_{2112}^{(q)}\right),\left(K_{3122}^{(q)}-K_{2212}^{(q)}\right)\right],  \tag{50c}\\
& K_{p q 4}=\left[K_{1123}^{(q-1)},\left(K_{1223}^{(q-1)}+K_{1113}^{(q)}\right), K_{1123}^{(q)}\right],  \tag{50d}\\
& K_{p q 5}=-\left[K_{3121}^{(q-1)},\left(K_{3221}^{(q-1)}+K_{3111}^{(q)}\right), K_{3121}^{(q)}\right],  \tag{50e}\\
& K_{p q 6}=\left[\left(K_{2212}^{(q-1)}-K_{3122}^{(q-1)}\right),\left(K_{2222}^{(q-1)}-K_{3222}^{(q-1)}+K_{2112}^{(q)}\right.\right. \\
& \left.\left.-K_{3112}^{(q)}\right),\left(K_{2122}^{(q)}-K_{3212}^{(q)}\right)\right] . \tag{50f}
\end{align*}
$$

## Appendix 2

The coefficients $B_{1 s}^{(k)}, B_{2 s}^{(k)}, B_{3 s}^{(k)}, C_{1 s}^{(k)}, C_{2 s}^{(k)}, C_{3 s}^{(k)}$ and the right-hand terms $D_{1}^{(k)}, D_{2}^{(k)}$ of the equation system (45) read:

$$
\begin{gather*}
B_{1 s}^{(k)}=\lambda_{s}^{-1} \sinh \left(\lambda_{s} l_{2}\right) \xi_{1 s}^{(k)},  \tag{51a}\\
B_{2 s}^{(k)}=l_{1} \cosh \left(\lambda_{s} l_{2}\right) \xi_{2 s}^{(k)},  \tag{51b}\\
B_{3 s}^{(k)}=l_{1} \sinh \left(\lambda_{s} l_{2}\right) \xi_{3 s}^{(k)},  \tag{51c}\\
C_{1 s}^{(k)}=l_{2} \cosh \left(\lambda_{s} l_{1}\right) \xi_{2 s}^{(k)},  \tag{51d}\\
C_{2 s}^{(k)}=\lambda_{s}^{-1} \sinh \left(\lambda_{s} l_{1}\right) \xi_{1 s}^{(k)},  \tag{51e}\\
C_{3 s}^{(k)}=l_{2} \sinh \left(\lambda_{s} l_{1}\right) \xi_{3 s}^{(k)},  \tag{51f}\\
D_{1}^{(k)}=-l_{2}\left(H_{12}^{(k-1)}+H_{11}^{(k)}\right),  \tag{51g}\\
D_{2}^{(k)}=-l_{1}\left(H_{22}^{(k-1)}+H_{21}^{(k)}\right), \tag{51h}
\end{gather*}
$$

where

$$
\begin{align*}
\xi_{1 s}^{(k)}= & {\left[K_{2121}^{(k-1)} \gamma_{(k-1) s}+\left(K_{2221}^{(k-1)}+K_{2111}^{(k)}\right) \gamma_{k s}+K_{2121}^{(k)} \gamma_{(k+1) s}\right.} \\
& +K_{2212}^{(k-1)} \gamma_{\left(k+n_{L}\right) s}+\left(K_{2222}^{(k-1)}+K_{2112}^{(k)}\right) \gamma_{\left(k+n_{L}+1\right) s} \\
& \left.+K_{2122}^{(k)} \gamma_{\left(k+n_{L}+2\right) s}\right],  \tag{52a}\\
\xi_{2 s}^{(k)}= & {\left[K_{1121}^{(k-1)} \gamma_{(k-1) s}+\left(K_{1221}^{(k-1)}+K_{1111}^{(k)}\right) \gamma_{k s}+K_{1121}^{(k)} \gamma_{(k+1) s}\right.} \\
& +K_{2212}^{(k-1)} \gamma_{\left(k+n_{L}\right) s}+\left(K_{2222}^{(k-1)}+K_{2112}^{(k)}\right) \gamma_{\left(k+n_{L}+1\right) s} \\
& \left.+K_{2122}^{(k)} \gamma_{\left(k+n_{L}+2\right) s}\right],  \tag{52b}\\
\xi_{3 s}^{(k)}= & {\left[K_{3121}^{(k-1)} \varphi_{\left(k+n_{L}\right) s}+\left(K_{3221}^{(k-1)}+K_{3111}^{(k)}\right) \varphi_{\left(k+n_{L}+1\right) s}\right.} \\
+ & K_{3121}^{(k)} \varphi_{\left(k+n_{L}+2\right) s}+K_{3212}^{(k-1)} \varphi_{(k-1) s}+\left(K_{3222}^{(k-1)}+K_{3112}^{(k)}\right) \varphi_{k s} \\
+ & \left.K_{3122}^{(k)} \varphi_{(k+1) s}\right] . \tag{52c}
\end{align*}
$$
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# Solutions for the Inclined Borehole in a Porothermoelastic Transversely Isotropic Medium 


#### Abstract

A porothermoelastic solution of the general problem of the inclined borehole in a transversely isotropic porous material is presented herein and compared with the isotropic porothermoelastic solution. The governing equations are outlined for the case of general anisotropy and specialized for a transversely isotropic poroelastic material under nonhydrostatic and nonisothermal in situ conditions. A superposition scheme is employed to obtain the analytical solutions within the isotropic and transversely isotropic poromechanics theory. The borehole generator is assumed to coincide with the material axis of symmetry, in the case of transverse isotropy, yet subjected to a three-dimensional state of stress. A systematic analysis has been carried out to evaluate the effect of the anisotropy of the poromechanical material parameters as well as the thermal material properties on stress and pore pressure distributions and the potential impact on the overall stability of deep wellbore drilling. [DOI: 10.1115/1.1825433]


## Introduction

A great deal of attention has been focused on coupled thermomechanical behavior of fluid-saturated porous media. Over the years, the theoretical developments in this area have matured from a simple extension of Biot's isotropic poroelastic theory $[1-6]$ to a more general approach which can handle the coupling along with the material anisotropy [7]. Applications for these are found in diverse areas such as deep drilling and excavation, modeling of nuclear waste disposal facilities [8], and extraction of geothermal energy [9]. With the complex mechanisms that come into play, identification of various driving forces and the interaction between them presents a challenge in predicting an appropriate behavior at depth.

Following the work of Biot [1,2], considerable research has been carried out in the mechanics of fluid-saturated porous media. Fundamental aspects of Biot's theory of poroelasticity have been reformulated and presented in various forms [10-12]. Extension of this theory to incorporate thermal effects for the isotropic case has been addressed by several authors [3-6]. Consequently, solutions to boundary and initial value problems have been developed under various scenarios which demonstrate the effect of the thermohydromechanical coupling on the response [13-18].

At the same time, Biot's theory has been extended to account for material anisotropy [2,11]. The extension introduced various material constants which were identified and recast with straightforward physical interpretations $[19,20]$. Subsequently, analytical solutions for fundamental problems such as Mandel's problem [21], the borehole problem, and the cylinder problem [22] have been extended for the transversely isotropic case. It was found that analysis of the transversely isotropic poroelastic problems showed unpredicted results when compared to their elastic counterparts $[21,22]$. In addition to the time dependency of the flow and deformation fields, the anisotropic material coefficients play an important role in the calculation of the in-plane stresses. There

[^13]is existing literature that addresses the thermal effects in anisotropic media, though the treatment in many cases is limited to coupled thermoelasticity [23-25]. A comprehensive treatment of the anisotropic porothermoelasticity has been addressed by Katsube [7].

In general, geoactivities are usually carried out in formations that can be broadly classified as transversely isotropic due to the simple natural deposition of sedimentary rocks which has occurred over a geological time scale. The deposition processes lead to development of formations with similar material properties across a cross section but with different characteristics in the direction perpendicular to it. In this paper, a porothermoelastic solution for an inclined borehole in a transversely isotropic medium is presented. Governing equations are developed first for general anisotropy and then specialized for the transversely isotropic and isotropic cases. The resulting system of equations is used to obtain the analytical solution for an infinitely long borehole where it is assumed that the borehole generator coincides with the material axis of symmetry.

## General Formulations

Upon load application, the mechanical response of a fluidsaturated porous system is characterized by coupled diffusiondeformation attributed to the interdependence of change in pore volume and the pore fluid pressure. With the introduction of boundary temperatures, i.e., a nonisothermal state, both the pore fluid and pore volume are subject to differential expansion or contraction, resulting in additional coupling associated with the temperature change. The magnitude of the relative change in stress, pore pressure, and temperature is coupled and described by constitutive relations weighted by material coefficients. In this section, a full set of governing equations is developed for the general anisotropic case.

Constitutive Equations. The constitutive equations for linear porothermoelasticity are expressed as $[5,6]$

$$
\begin{gather*}
\sigma_{i j}=M_{i j k l} \epsilon_{k l}-\alpha_{i j} p-\beta_{i j}^{s} T  \tag{1a}\\
\zeta=p / M+\alpha_{i j} \epsilon_{i j}-\beta^{s f} T \tag{1b}
\end{gather*}
$$

Equations ( $1 a$ ) and ( $1 b$ ) are written using a tension positive convention. The above equations relate the response of the dynamic variables, $\sigma_{i j}$ (total stress tensor), $p$ (pore pressure), and $T$ (temperature), to the kinematic quantities, $\epsilon_{i j}$ (solid strain tensor) and $\zeta$ (variation of fluid content). The connection between the dy-
namic and kinematic quantities is characterized by the material constants, $M_{i j k l}$ (drained elastic modulus tensor), $\alpha_{i j}$ (Biot's effective stress coefficient tensor), $M$ (Biot's modulus), $\beta_{i j}^{s}$ (thermic coefficient tensor related to the solid skeleton), and $\beta^{\text {sf }}$ (thermic coefficient related to the pore fluid). The thermic coefficient tensor, $\beta_{i j}^{s}$, provides a measure of the stress induced due to change in temperature. It is related to the thermal expansion coefficients and the drained elastic modulus tensors as follows [26,27]:

$$
\begin{equation*}
\beta_{i j}^{s}=M_{i j k l} \alpha_{k l}^{s} \tag{2}
\end{equation*}
$$

where $\alpha_{i j}^{s}$ is the linear expansion coefficient tensor of the solid skeleton. The thermic coefficient, $\beta^{s f}$, on the other hand, is associated with the pore fluid and provides a measure of the pore pressure induced due to a change in temperature. It is related to the thermal expansion coefficients of the solid-fluid system, the porosity to the medium, and the Biot's effective stress coefficient tensor, and is given as [28,29]

$$
\begin{equation*}
\beta^{s f}=\alpha_{i j} \alpha_{i j}^{s}+\left(\alpha^{f}-\alpha_{k k}^{s}\right) \phi \tag{3}
\end{equation*}
$$

in which $\alpha^{f}$ is the volumetric expansion coefficient for the pore fluid, and $\phi$ is the porosity. Note that in writing Eqs. (1)-(3), the thermal expansion coefficients of the bulk drained material and that of the solid skeleton are assumed to be equal. The above equations give the complete anisotropic stress-strain response of a porothermoelastic material. For the most general anisotropic case, the behavior is described using 35 constants ( $21 M_{i j k l}$ 's, $6 \alpha_{i j}$ 's, $1 M, 6 \beta_{i j}^{s}$ 's, and $1 \beta^{s f}$ ) [30].

Mass Balance. Under isothermal coditions, Darcy's law, where the fluid flux is proposional to the pressure gradient, is well known [6]. For solid-fluid constituent porous system, where no fluid sources or sinks exist, the fluid mass balance equation is written as

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}+q_{i, i}=0 \tag{4}
\end{equation*}
$$

where $q$ is the specific discharge vector. Under nonisothermal conditions fluid transport within the system can be caused by a gradient in both the pore fluid pressure as well as temperature. A generalized expression for the specific discharge, $q$, is given as [15]

$$
\begin{equation*}
q_{i}=-\kappa_{i j} p_{, j}+\Gamma_{i j}^{q} T_{, j} \tag{5}
\end{equation*}
$$

in which $\kappa_{i j}$ is the anisotropic mobility coefficient tensor and $\Gamma_{i j}^{q}$ is the coefficient tensor which relates the flux to the temperature gradient. The first term on the right-hand side in Eq. (5) corresponds to the fluid transport caused by the Darcy effect and the second term on the right-hand side corresponds to the fluid flux generated as a result of the Soret effect. The term associated with the Soret effect is ignored in this analysis, and Eq. (5) results in the well-known Darcy's law. The anisotropic mobility coefficient tensor, $\kappa_{i j}$, is related to the intrinsic permeability tensor, $k_{i j}$, and the pore fluid viscosity, $\mu$, by $\kappa_{i j}=k_{i j} / \mu$.

Momentum Balance. Momentum balance yields the equilibrium equations which are given by

$$
\begin{equation*}
\sigma_{i j, j}=0 \tag{6}
\end{equation*}
$$

Again, Eq. (6) has been written, in terms of the total stress approach, while ignoring any body and inertial forces.

Energy Balance. Within a continuum model, both the matrix and the pore fluid are assumed to occupy the same point in space and therefore one should introduce two temperatures to characterize the thermal state of the system. However, existing studies for thermomechanical behavior of porous media employ a common temperature for both the constituents of the porous system based on the assumption of instantaneous local temperature equilibrium [ $3,4,15,16,31]$. In other words, it is assumed that the heat transport
between the matrix and the pore fluid at the local level is much faster than the overall heat diffusion process. Neglecting the internal energy change due to viscous dissipation and compression, the energy balance equation is given as

$$
\begin{equation*}
\rho C_{v} \frac{\partial T}{\partial t}=-h_{i, i}-\left(\rho C_{v} q_{i}\right) T_{, i} \tag{7}
\end{equation*}
$$

where $\rho C_{v}$ is the heat capacity of the solid-fluid mixture and $h$ is the heat flux. In Eq. (7) the first term on the right-hand side corresponds to heat transport by conduction, whereas the second term represents the heat transport by convection. In addition, it is assumed that the porous material bears a low permeability and that the heat diffusion occurs much faster than the fluid diffusion, which indirectly results in the assumption of a small Peclet number. Under these circumstances, the term corresponding to convection can be dropped from (7), resulting in a linearized form of the energy balance given by

$$
\begin{equation*}
\rho C_{v} \frac{\partial T}{\partial t}+h_{i, i}=0 \tag{8}
\end{equation*}
$$

Clearly, Eq. (8) is uncoupled from the pore pressure field.
The "bulk heat capacity," $\rho C_{v}$, can be related to individual heat capacities of the solid and fluid constituents by $[3,15]$

$$
\begin{equation*}
\rho C_{v}=(1-\phi) \rho^{s} C_{v}^{s}+\phi \rho^{f} C_{v}^{f} \tag{9}
\end{equation*}
$$

in which the superscripts $s$ and $f$ refer to the solid and fluid, respectively.

Analogous to the fluid mass transport, the heat flux in the most general case can be caused by gradients in pressure and temperature. A generalized equation for the heat flux is given by [15]

$$
\begin{equation*}
h_{i}=-\lambda_{i j} T_{, j}+\Gamma_{i j}^{h} p_{, j} \tag{10}
\end{equation*}
$$

where $\lambda_{i j}$ is the effective thermal conductivity of the solid-fluid system, and $\Gamma_{i j}^{h}$ is the coefficient tensor associated with the heat flux caused by the pressure gradient. The first term on the righthand side in Eq. (10) is the heat flux caused by the Fourier effect, whereas the second term gives the heat flux resulting from the Dufour effect. The Dufour effect is ignored in this analysis, thus giving the governing equation for the heat flux also known as Fourier's law.
As in Eq. (9) the "effective thermal conductivity" can also be obtained from the thermal conductivities of the solid and fluid constituents as a weighted average using the porosity, and is given as $[3,15]$

$$
\begin{equation*}
\lambda_{i j}=(1-\phi) \lambda_{i j}^{s}+\phi \lambda_{i j}^{f} \tag{11}
\end{equation*}
$$

where $\lambda_{i j}^{s}$ and $\lambda_{i j}^{f}$ are the thermal conductivities of the solid and fluid constituents, respectively.
The above set of Eqs. (1)-(11) represents the porothermoelastic system in the general anisotropic form. These are specialized for a transversely isotropic material in the next section.

## Transversely Isotropic Material

A transversely isotropic material is characterized by same properties in one plane and different properties in the direction normal to this plane. For the transversely isotropic material it is assumed that the $z$ axis coincides with the axis of elastic symmetry. The transversely isotropic poroelastic material is characterized by 8 material constants $[19,20]$. These are given as $E, E^{\prime}, \nu, \nu^{\prime}, G^{\prime}, \alpha$, $\alpha^{\prime}$, and $M$, where the unprimed variables are material coefficients in the isotropic plane and the primed variables are material coefficients in the transverse direction. In the above, $E$ is the drained elastic modulus, $\nu$ is the drained Poisson's ratio, $G$ is the shear modulus, $\alpha$ is the Biot's effective stress coefficient, and $M$ is the

Biot's modulus. With the introduction of nonisothermal effects three additional thermic constants, $\beta^{s}, \beta^{s^{\prime}}, \beta^{s f}$ are required to account for the differential volume change of the solid skeleton
and pore fluid due to temperature changes. Hence, constitutive relations for the transversely isotropic material under nonisothermal conditions are given as follows:

$$
\left\{\begin{array}{c}
\sigma_{x x}  \tag{12}\\
\sigma_{y y} \\
\sigma_{z z} \\
\tau_{y y} \\
\tau_{z z} \\
\tau_{z x} \\
p
\end{array}\right\}=\left[\begin{array}{ccccccc}
\bar{M}_{11} & \bar{M}_{12} & \bar{M}_{13} & 0 & 0 & 0 & -\alpha M \\
\bar{M}_{12} & \bar{M}_{11} & \bar{M}_{13} & 0 & 0 & 0 & -\alpha M \\
\bar{M}_{13} & \bar{M}_{13} & \bar{M}_{33} & 0 & 0 & 0 & -\alpha^{\prime} M \\
0 & 0 & 0 & G & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & G^{\prime} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & G^{\prime} & 0 \\
-\alpha M & -\alpha M & -\alpha^{\prime} M & 0 & 0 & 0 & M
\end{array}\right]\left(\begin{array}{c}
\epsilon_{x x} \\
\epsilon_{y y} \\
\epsilon_{z z} \\
\gamma_{x y} \\
\gamma_{y z} \\
\gamma_{z x} \\
\zeta
\end{array}\right\}-\left[\begin{array}{c}
\bar{\beta}^{s} \\
\bar{\beta}^{s} \\
\bar{\beta}^{s} \\
0 \\
0 \\
0 \\
M \beta^{s f}
\end{array}\right] T
$$

where

$$
\begin{array}{cc}
\bar{M}_{11}=M_{11}+\alpha^{2} M ; & \bar{M}_{12}=M_{12}+\alpha^{2} M \\
\bar{M}_{13}=M_{13}+\alpha \alpha^{\prime} M ; & \bar{M}_{33}=M_{33}+\alpha^{\prime 2} M \\
\bar{\beta}^{s}=\beta^{s}+\alpha M \beta^{s f} ; & \bar{\beta}^{s^{\prime}}=\beta^{s^{\prime}}+\alpha^{\prime} M \beta^{s f} \tag{13c}
\end{array}
$$

In the above, the coefficients of the drained elastic modulus tensor can be related to the material constants $E, E^{\prime}, \nu, \nu^{\prime}$, and $G^{\prime}$ chosen to represent the transversely isotropic materials by the following relations [20-22]:

$$
\begin{gather*}
M_{11}=\frac{E\left(E^{\prime}-E \nu^{\prime 2}\right)}{(1+\nu)\left(E^{\prime}-E^{\prime} \nu-2 E \nu^{\prime 2}\right)} ; \\
M_{12}=\frac{E\left(E^{\prime} \nu+E \nu^{\prime 2}\right)}{(1+\nu)\left(E^{\prime}-E^{\prime} \nu-2 E \nu^{\prime 2}\right)}  \tag{14a}\\
M_{13}=\frac{E E^{\prime} \nu^{\prime}}{\left(E^{\prime}-E^{\prime} \nu-2 E \nu^{\prime 2}\right)} ; \quad M_{33}=\frac{E^{\prime 2}(1-\nu)}{\left(E^{\prime}-E^{\prime} \nu-2 E \nu^{\prime 2}\right)} \tag{14b}
\end{gather*}
$$

In addition, it has been shown that, with the assumption of microisotropy and microhomogeneity the coefficients $\alpha$ and $\alpha^{\prime}$ can be related to components of the drained elastic tensor [19,20]. These relations are given as

$$
\begin{gather*}
\alpha=1-\frac{M_{11}+M_{12}+M_{13}}{3 K_{s}}  \tag{15a}\\
\alpha^{\prime}=1-\frac{2 M_{13}+M_{33}}{3 K_{s}} \tag{15b}
\end{gather*}
$$

where $K_{s}$ is the grain bulk modulus of the solid constituent. Similarly, using Eqs. (2) and (3), expressions for $\beta^{s}, \beta^{s^{\prime}}$, and $\beta^{s f}$ are obtained as follows:

$$
\begin{gather*}
\beta^{s}=\left(M_{11}+M_{12}\right) \alpha^{s}+M_{13} \alpha^{s^{\prime}}  \tag{16a}\\
\beta^{s^{\prime}}=2 M_{13} \alpha^{s}+M_{33} \alpha^{s^{\prime}}  \tag{16b}\\
\beta^{s f}=2 \alpha \alpha^{s}+\alpha^{\prime} \alpha^{s^{\prime}}+\left(\alpha^{f}-2 \alpha^{s}-\alpha^{s^{\prime}}\right) \phi \tag{16c}
\end{gather*}
$$

where $\alpha^{s}$ and $\alpha^{s^{\prime}}$ are coefficients of linear expansion of the solid skeleton in the isotropic plane and transverse directions, respectively. In addition, the transversely isotropic material is characterized by different thermal conductivities ( $\lambda, \lambda^{\prime}$ ) and mobility coefficients ( $\kappa, \kappa^{\prime}$ ) in the isotropic plane and transverse directions. In line with the aforementioned discussion, governing equations for a three-dimensional case can be derived.

However, many problems in geomechanics are characterized by geometries in which boundary conditions do not change along the direction of their generators. Under such circumstances, a generalized plane strain idealization can be used which allows extrapolation of solutions developed in two-dimensional geometries to a general three-dimensional case $[32,33]$.
It is assumed that the $z$ direction is infinitely long and that boundary conditions are invariant along that direction. Hence, a generalized plane strain condition, as discussed above, manifests itself, resulting in all stress components, pore pressure, and temperature being $z$ independent. Naturally, both heat and fluid flux components in the $z$ direction vanish and all diffusion phenomena occur in the $x-y$ plane which is isotropic. It would therefore be useful to derive governing equations for a plane $(x-y)$ case which will be utilized in obtaining analytical solutions (twodimensional) and subsequently extended to the three-dimensional case under the assumption of a generalized plane strain condition.
Combination of the equilibrium equations with the constitutive relations yields the Navier-type equations which are given as follows:

$$
\begin{equation*}
\frac{1}{2}\left(M_{11}-M_{12}\right) u_{i, j j}+\frac{1}{2}\left(M_{11}+M_{12}\right) u_{j, j i}=\alpha p_{, i}+\beta^{s} T_{, i} \quad(i, j=1,2) \tag{17}
\end{equation*}
$$

where $u_{i}$ denotes the solid displacement. Note that the twodimensional form of the equilibrium equations has been used to derive the above equation.

Combining the energy balance relation with Fourier's law yields the heat diffusion equation

$$
\begin{equation*}
\frac{\partial T}{\partial t}-c_{h} \nabla^{2} T=0 \tag{18}
\end{equation*}
$$

where $c_{h}=\lambda / \rho C_{v}$ is the heat diffusivity in the isotropic plane.
Diffusion equations for the pore fluid are obtained combining the fluid mass balance relations with Darcy's law. These can be expressed in terms of the pore pressure, $p$, and the variation of the fluid content $\zeta$, and are given as

$$
\begin{gather*}
\frac{\partial p}{\partial t}-\kappa M \nabla^{2} p=-\alpha M \frac{\partial \epsilon}{\partial t}+\beta^{s f} M \frac{\partial T}{\partial t}  \tag{19a}\\
\frac{\partial \zeta}{\partial t}-c_{f}\left[\nabla^{2} \zeta+\bar{c} \nabla^{2} T\right]=0 \tag{19b}
\end{gather*}
$$

where $\epsilon=\epsilon_{x x}+\epsilon_{y y}$ and $\bar{c}$ are, respectively, the fluid diffusivity and a coupling constant in accordance with

$$
\begin{equation*}
c_{f}=\frac{\kappa M M_{11}}{\left(M_{11}+\alpha^{2} M\right)} \tag{20a}
\end{equation*}
$$

$$
\begin{equation*}
\bar{c}=\frac{\alpha \beta^{s}-M_{11} \beta^{s f}}{M_{11}} \tag{20b}
\end{equation*}
$$

In addition, the pore pressure diffusion equation [Eq. 19(a)] can be simplified assuming an irrotational displacement field and a semi-infinite domain, and is expressed as

$$
\begin{equation*}
\frac{\partial p}{\partial t}-c_{f} \nabla^{2} p=c_{h f} \frac{\partial T}{\partial t} \tag{21}
\end{equation*}
$$

where $c_{h f}$ is a coupling constant given by

$$
\begin{equation*}
c_{h f}=\frac{c_{f}}{\kappa}\left(\beta^{s f}-\frac{\alpha \beta^{s}}{M_{11}}\right) \tag{22}
\end{equation*}
$$

Notice that although governing equations are written here in their two-dimensional forms [Eqs. (17)-(22)], their coefficients are still dependent on the material elastic properties in the transverse direction. However, since the heat and fluid flux in the $z$ direction vanish under a generalized plane strain idealization, the respective conductivities ( $\kappa^{\prime}$ and $\lambda^{\prime}$ ) are redundant.

The Navier-type equations (17), heat diffusion equation (18), and the pore pressure diffusion equation in an irrotational displacement field, Eq. (21), constitute a set of complete equations which can be solved to obtain solutions at the stress level. Clearly, the heat diffusion equation is uncoupled from the fluid diffusion and deformation fields and can be solved independently to yield expressions for the temperature distribution. These expressions for the temperature field are then used in the pore pressure diffusion equation [Eq. (21)] to obtain expressions for the pore pressure which can in turn be used within the Navier-type equations [Eq. (17)] to obtain solutions for the stress field.

## Isotropic Material

Under the special case where the material is isotropic, the material is identified by two elastic constants, $G$ and $\nu$, two poroelastic constants, $\alpha$ and $M$, and two thermic coefficients, $\beta^{s}$ and $\beta^{s f}$. It can be shown that the constitutive equations reduce to

$$
\begin{gather*}
\sigma_{i j}=2 G \epsilon_{i j}+\frac{2 G \nu}{1-2 \nu} \epsilon \delta_{i j}-\alpha p \delta_{i j}-\beta^{s} T \delta_{i j}  \tag{23a}\\
p=M\left(\zeta-\alpha \epsilon+\beta^{s f} T\right)  \tag{23b}\\
\beta^{s}=\frac{2 G(1+\nu)}{(1-2 \nu)} \alpha^{s}  \tag{23c}\\
\beta^{s f}=3 \alpha \alpha^{s}+\left(\alpha^{f}-3 \alpha^{s}\right) \phi \tag{23d}
\end{gather*}
$$

The other governing equations are given as
Heat Diffusion

$$
\begin{equation*}
\frac{\partial T}{\partial t}-c_{h} \nabla^{2} T=0 \tag{24}
\end{equation*}
$$

Fluid Diffusion

$$
\begin{gather*}
\frac{\partial p}{\partial t}-\kappa M \nabla^{2} p=-\alpha M \frac{\partial \epsilon}{\partial t}+\beta^{s f} M \frac{\partial T}{\partial t}  \tag{25a}\\
\frac{\partial \zeta}{\partial t}-c_{f}\left[\nabla^{2} \zeta+\bar{c} \nabla^{2} T\right]=0 \tag{25b}
\end{gather*}
$$

Under the assumptions of an irrotational displacement field and semi-infinite domain, the pore pressure diffusion equation $[\mathrm{Eq}$. $25(a)]$ reduces to

$$
\begin{equation*}
\frac{\partial p}{\partial t}-c_{f} \nabla^{2} p=c_{h f} \frac{\partial T}{\partial t} \tag{26}
\end{equation*}
$$

## Navier Equations

$$
\begin{equation*}
G u_{i, j j}+\frac{G \nu}{1-2 \nu} u_{j, j i}=\alpha p_{, i}+\beta^{s} T_{, i} \tag{27}
\end{equation*}
$$

and $c_{f}, c_{h f}$, and $\bar{c}$ reduce to their isotropic counterparts and are given by

$$
\begin{align*}
c_{f} & =\frac{2 G \kappa(1-\nu)\left(\nu_{u}-\nu\right)}{\alpha^{2}(1-2 \nu)^{2}\left(1-\nu_{u}\right)}  \tag{28a}\\
c_{h f} & =\frac{c_{f}}{\kappa}\left(\beta^{s f}-\alpha \alpha^{s} \frac{(1+\nu)}{(1-\nu)}\right)  \tag{28b}\\
\bar{c} & =\left(\alpha \alpha^{s} \frac{(1+\nu)}{(1-\nu)}-\beta^{s f}\right) \tag{28c}
\end{align*}
$$

## Inclined Borehole Problem

It is assumed that an infinitely long borehole is drilled perpendicular to the isotropic plane of a transversely isotropic poroelastic formation. The borehole is inclined and its axis deviated from the in situ stress orientation. A schematic of the inclined borehole is shown in Fig. 1(a). The formation, described using a Cartesian coordinate system $x^{\prime} y^{\prime} z^{\prime}$, is characterized by in situ stresses $S_{x^{\prime}}$, $S_{y^{\prime}}$, and $S_{z^{\prime}}$, virgin pore pressure $p_{0}$, and formation temperature $T_{0}$. The borehole deviation is measured by two angles $\varphi_{z}$ and $\varphi_{y}$, which are the inclination and azimuth angles, respectively. A local coordinate system is chosen to represent the borehole in which the $z$ axis is assumed to coincide with the borehole axis. The far-field in situ stresses in the $x^{\prime} y^{\prime} z^{\prime}$ coordinate system are transformed to the local $x y z$ coordinate system via a transformation matrix [32]. In the local coordinate system, the borehole is subject to normal as well as shear components of stress given as $S_{x}, S_{y}, S_{z}, S_{x y}, S_{x z}$, and $S_{y z}$, as shown in Fig. 1(b).

The boundary conditions of the problem can be imposed at the far field, $r \rightarrow \infty$

$$
\begin{gather*}
\sigma_{x x}=-S_{x} ; \quad \sigma_{y y}=-S_{y} ; \quad \sigma_{z z}=-S_{z} ;  \tag{29a}\\
\tau_{x y}=-S_{x y} ; \quad \tau_{y z}=-S_{y z} ; \quad \tau_{x z}=-S_{x z} ;  \tag{29b}\\
p=p_{0} ; \quad T=T_{0} \tag{29c}
\end{gather*}
$$

and at the borehole wall, $r=R$

$$
\begin{gather*}
\sigma_{r r}=-p_{w} H(t) ; \quad \tau_{r \theta}=\tau_{r z}=0  \tag{30a}\\
p=p_{w} H(t) ; \quad T=T_{w} H(t) \tag{30b}
\end{gather*}
$$

where $p_{w}$ is the wellbore pressure, $T_{w}$ is the wellbore fluid temperature, and $H(t)$ is the Heaviside unit step function.

Owing to linearity of the problem, the solution is obtained employing a superposition of three subproblems [32]. Of these, the first problem is a modified plane strain problem which accounts for the in-plane normal and shear stresses and the pore pressure and temperature perturbations. This problem shows full coupling of the fluid and heat diffusion processes with the deformation. The other two problems, which are described as the uniaxial problem and the anti-plane problem [33], are purely elastic since they do not trigger fluid or heat diffusion.

The boundary conditions in the decomposition scheme are given as follows:

## Problem 1:

At far field $(r \rightarrow \infty)$

$$
\begin{gather*}
\sigma_{x x}=-S_{x} ; \quad \sigma_{y y}=-S_{y} ; \quad \tau_{x y}=-S_{x y}  \tag{31a}\\
\sigma_{z z}=-\nu^{\prime}\left(S_{x}+S_{y}\right)-\left(\alpha^{\prime}-2 \nu^{\prime} \alpha\right) p_{0}-\left(\beta^{s^{\prime}}-2 \nu^{\prime} \beta^{s}\right) T_{0}  \tag{31b}\\
\tau_{y z}=\tau_{x z}=0  \tag{31c}\\
p=p_{0} ; \quad T=T_{0} \tag{31d}
\end{gather*}
$$

At the borehole wall ( $r=R$ )


Fig. 1 (a) Schematic of an inclined borehole; (b) Far-field stresses in the $x y z$ coordinate system

$$
\begin{equation*}
\sigma_{r r}=-p_{w} H(t) ; \quad p=p_{w} H(t) ; \quad T=T_{w} H(t) \tag{31e}
\end{equation*}
$$

Problem 2:
At far field $(r \rightarrow \infty)$

$$
\begin{gather*}
\sigma_{z z}=-S_{z}+\left[\nu^{\prime}\left(S_{x}+S_{y}\right)+\left(\alpha^{\prime}-2 \nu^{\prime} \alpha\right) p_{0}+\left(\beta^{s^{\prime}}-2 \nu^{\prime} \beta^{s}\right) T_{0}\right]  \tag{32a}\\
\sigma_{x x}=\sigma_{y y}=\tau_{x y}=\tau_{y z}=\tau_{x z}=p=T=0 \tag{32b}
\end{gather*}
$$

At borehole wall $(r=R)$

$$
\begin{equation*}
\sigma_{r r}=\tau_{r \theta}=\tau_{r z}=p=T=0 \tag{32c}
\end{equation*}
$$

Problem 3:
At far field $(r \rightarrow \infty)$

$$
\begin{gather*}
\sigma_{x x}=\sigma_{y y}=\sigma_{z z}=\tau_{x y}=p=T=0  \tag{33a}\\
\tau_{x y}=-S_{x y} ; \quad \tau_{y z}=-S_{y z} \tag{33b}
\end{gather*}
$$

At the borehole wall $(r=R)$

$$
\begin{equation*}
\sigma_{r r}=\tau_{r \theta}=\tau_{r z}=p=T=0 \tag{33c}
\end{equation*}
$$

Table 1 Material parameters

| Parameter | Units | Value |
| :--- | :---: | :---: |
| Elastic modulus $(E)$ | GPa | 9.474 |
| Poisson's ratio $(\nu)$ | $\cdots$ | 0.24 |
| Grain bulk modulus $\left(K_{s}\right)$ | GPa | 27.5 |
| Biot's modulus $(M)$ | GPa | 8.875 |
| Permeability $(k)$ | md | $5.0 \times 10^{-5}$ |
| Fluid viscosity $(\mu)$ | $\mathrm{MPa} \cdot \mathrm{s}$ | $10^{-9}$ |
| Heat diffusivity $\cdot\left(c_{h}\right)$ | $\mathrm{m}^{2} / \mathrm{day}$ | 0.13824 |
| Linear expansion coefficient (solid skeleton, $\left.\alpha^{s}\right)$ | $/{ }^{\circ} \mathrm{C}$ | $6.0 \times 10^{-6}$ |
| Volumetric expansion coefficient (fluid, $\left.\alpha^{s}\right)$ | $/{ }^{\circ} \mathrm{C}$ | $3.0 \times 10^{-4}$ |
| Porosity $(\phi)$ | $\cdots$ | 0.14 |

In addition, the solution for the modified plane strain problem is obtained by a decomposition of the boundary conditions into three contributing loading modes [32]. Of these, mode 1 accounts for the hydrostatic part of the boundary stresses, mode 2 accounts for both the pore pressure and temperature perturbations, and mode 3 takes into account the deviant part of the boundary stresses. Only modes 2 and 3 are time dependent, in that mode 2 is characterized by coupling between the pore fluid and heat diffusion processes. Although mode 3 shows characteristics of full poroelastic coupling it is still not affected by temperature perturbations. The boundary conditions at the borehole wall are as follows:

Mode 1:

$$
\begin{equation*}
\sigma_{r r}^{(1)}=P_{0}-p_{w} ; \quad \sigma_{r \theta}^{(1)}=0 ; \quad p^{(1)}=0 ; \quad T^{(1)}=0 ; \tag{34a}
\end{equation*}
$$

Mode 2:

$$
\begin{equation*}
\sigma_{r r}^{(2)}=0 ; \quad \sigma_{r \theta}^{(2)}=0 ; \quad p^{(2)}=\left(p_{w}-p_{0}\right) ; \quad T^{(2)}=\left(T_{w}-T_{0}\right) \tag{34b}
\end{equation*}
$$

Mode 3:

$$
\begin{gather*}
\sigma_{r r}^{(3)}=-S_{0} \cos 2\left(\theta-\theta_{r}\right) ; \quad \sigma_{r \theta}^{(3)}=S_{0} \sin 2\left(\theta-\theta_{r}\right) ; \\
p^{(3)}=0 ; \quad T^{(3)}=0 \tag{34c}
\end{gather*}
$$

where $\theta_{r}$ is given by

$$
\begin{equation*}
\theta_{r}=\frac{1}{2} \tan ^{-1}\left[2 S_{x y} /\left(S_{x}+S_{y}\right)\right] \tag{35}
\end{equation*}
$$

The complete solution for the inclined borehole problem is obtained by a superposition and is given in the Appendix.

## Numerical Examples

The solutions developed in the previous section are applied to assess the effect of the anisotropic parameters on the stress and pore pressure distribution in the vicinity of the borehole. The borehole orientation is given by two angles as shown in Fig. 1(a) which are the azimuth, $\varphi_{y}=30 \mathrm{deg}$, and the inclination $\varphi_{z}=60$ deg. Comparisons with the corresponding isotropic porothermoelastic and the isotropic poroelastic cases are made to highlight the anisotropy effects on the results obtained.

A borehole of radius 0.1 m is assumed to be drilled in the formation characterized by in situ stress and pore pressure gradients given as: $S_{x^{\prime}}=25 \mathrm{kPa} / \mathrm{m}, S_{y^{\prime}}=22 \mathrm{kPa} / \mathrm{m}, S_{z^{\prime}}=29 \mathrm{kPa} / \mathrm{m}$, $p_{0}=9.8 \mathrm{kPa} / \mathrm{m}$. A section at a depth of 1000 m is analyzed where the formation temperature is assumed to be $T_{0}=125^{\circ} \mathrm{C}$. The borehole is assumed to be filled with a fluid maintained at a constant pressure given by $p_{w}=12.0 \mathrm{MPa}$. The material properties used in the analysis are given in Table 1.

The degree of anisotropy of material parameters is modeled by selecting appropriate values for the ratios $E / E^{\prime}, \nu / \nu^{\prime}$, and $\alpha^{s} / \alpha^{s^{\prime}}$. Numerical results are presented in Figs. 2-17, in which negative values of stresses are presented indicating that compression is denoted positive.

Effect of Temperature. The effect of temperature on the pore pressure and stress distributions is examined for the transversely


Fig. 2 Pore pressure varying with $r / R$ along $\theta=90 \mathrm{deg}$ at $t=0.001$ day for different values of $\Delta T$
isotropic material and compared with the isotropic case. Only the anisotropy of thermic coefficients is modeled by fixing ratios for $E / E^{\prime}=1$ and $\nu / \nu^{\prime}=1$ and varying $\alpha^{s} / \alpha^{s^{\prime}}$. The difference between the wellbore fluid and the formation temperature, $\Delta T$, is varied where $\Delta T=T_{w}-T_{0}$. All the results shown in this regard are for a short time interval, i.e., $t=0.001$ day. Figures 2 and 3 show the pore pressure and the effective radial stress distributions, respectively, as a function of the radial distance along the $\theta=90$ deg direction. Figure 2 shows that the temperature perturbation induces a higher pore pressure close the to borehole wall for the cases where $\Delta T$ is positive or when the wellbore fluid is at a


Fig. 3 Effective radial stress varying with $r / R$ along $\theta=90 \mathrm{deg}$ at $\boldsymbol{t}=\mathbf{0 . 0 0 1}$ day for different values of $\Delta T$


Fig. 4 Effective tangential stress varying with $r / R$ along $\theta=90$ deg at $t=0.001$ day for different values of $\Delta T$
higher temperature than the formation. On the other hand, a negative value of $\Delta T$ results in a reduction of the pore pressure. Also, both effects are more pronounced for the transversely isotropic case. The induced pore pressure (positive or negative) leads to a modification of the effective radial stresses. As presented in Fig. 3, the effective radial stresses are tensile when the wellbore fluid is at a higher temperature than the formation with the tensile magnitude being higher in the transversely isotropic material. In the case of a lower wellbore fluid temperature, the effective radial stresses are compressive in nature. Again, the compressive magnitude is higher for the transversely isotropic case. Figure 4 shows the effective tangential stress as a function of the radial distance along the $\theta=0$ deg direction. As seen from Fig. 4, higher effective tangential stresses are observed when the wellbore fluid has a higher temperature. With a lower wellbore fluid temperature, the effective tangential stresses are reduced. This is also seen clearly in Fig. 5, which presents the variation of the effective tangential stresses around the borehole at $r / R=1$. Figure 5 has been generated using the data given by Li et al. [34] and is given in Table 2. However, as seen from Fig. 5, a lower wellbore fluid temperature leads to significant lowering of the effective tangential stress for the transversely isotropic case.

Effect of Anisotropy of Thermic Coefficients. To evaluate the effect of the anisotropic nature of the thermic coefficients on the stress and pore pressure distributions, we fix the ratios for $E / E^{\prime}=1$ and $\nu / \nu^{\prime}=1$ and vary $\alpha^{s} / \alpha^{s^{\prime}}$. In other words, we assume that material anisotropy is only because of a different $\alpha^{s^{\prime}}$ value in the transverse direction. Notice that the above choice results only in the variation of values for the thermic coefficients $\beta^{s}, \beta^{s^{\prime}}$, and $\beta^{s f}$ with all other material coefficients ( $M_{i j k l}$ 's, $\alpha$, and $\alpha^{\prime}$ ) assuming their values as in the isotropic case. Data given in Table 1 are used for the analysis. The temperature difference between the wellbore fluid and the formation is assumed to be $\Delta T=50^{\circ} \mathrm{C}$. Again, results are shown for a short time interval, i.e., $t=0.001$ day.

Figures 6 and 7 show the pore pressure profile as a function of the radial distance along the $\theta=90$ deg direction. In Fig. 6 results are shown for lower thermic coefficient ratios $\alpha^{s} / \alpha^{s^{\prime}}=0.1,0.5$ along with the corresponding isotropic porothermoelastic and po-


Fig. 5 Effective tangential stress around the wellbore at $r / R$ $=1$ for different values of $\Delta T$ and $\alpha^{s} / \alpha^{s^{s}}$. Curves generated using data given by Li et al., 1998 (Table 2).
roelastic cases. On the other hand, Fig. 7 show results corresponding to higher values of thermic coefficient ratios, i.e., $\alpha^{s} / \alpha^{s^{\prime}}$ $=2.0,5.0$. First, the pore pressure profile in the poroelastic case exhibits the well-known Mandel-Cryer effect. In addition, all the porothermoelastic cases show an increased value of the pore pressure close to the region near the borehole wall.

Figures 8 and 9 show, respectively, the effective radial and tangential stress profiles for the two lower values of the thermic coefficient ratios, i.e., $\alpha^{s} / \alpha^{s^{\prime}}=0.1,0.5$. Tensile effective radial stresses are observed in the vicinity of the borehole which is a natural consequence of the high induced pore pressure as discussed above. Again, as observed in the earlier cases, the tensile magnitude of the stress is more predominant for the case with lower $\alpha^{s} / \alpha^{s^{\prime}}$ ratio. In contrast, lower $\alpha^{s} / \alpha^{s^{\prime}}$ ratios result in more compressive tangential stresses as can be seen from Fig. 9. However, at a short distance inside the formation, the effective tangential stresses are lowered, which may be again attributed to the effect of the induced pore pressure. The aforementioned observations can be directly linked to the effect of the $\alpha^{s} / \alpha^{s^{\prime}}$ ratios on values of $\beta^{s}, \beta^{s^{\prime}}$, and $\beta^{s f}$. A simple calculation shows that, for

Table 2 Material parameters (Li et al., 1998)

| Parameter | Units | Value |
| :--- | :---: | :---: |
| Shear modulus $(G)$ | GPa | 8.88 |
| Poisson's ratio $(\nu)$ | $\cdots$ | 0.189 |
| Undrained poisson's ratio $\left(\nu_{u}\right)$ | $\ldots$ | 0.314 |
| Skempton's coefficient $(B)$ | GPa | 0.596 |
| Permeability $(k)$ | md | $5.0 \times 10^{-5}$ |
| Fluid viscosity $(\mu)$ | $\mathrm{MPa} \cdot \mathrm{s}$ | $10^{-9}$ |
| Heat diffusivity $\cdot\left(c_{h}\right)$ <br> Volumetric expansion coefficient <br> $\quad$ (solid skeleton, $\left.\alpha^{s}\right)$ | $\mathrm{m}^{2} / \mathrm{s}$ | $1.6 \times 10^{-6}$ |
| Volumetric expansion coefficient |  | C |
| (fluid, $\left.\alpha^{s}\right)$ | $/{ }^{\circ} \mathrm{C}$ | $18.0 \times 10^{-6}$ |
| Porosity $(\phi)$ <br> Wellbore fluid pressure | $\ldots$ | $3.0 \times 10^{-4}$ |



Fig. 6 Pore pressure varying with $r / R$ along $\theta=90$ deg at $t=0.001$ day
lower values of the $\alpha^{s} / \alpha^{s^{\prime}}$ ratio ( $\alpha^{s} / \alpha^{s^{\prime}}<1.0$ ), the thermic coefficients $\beta^{s}, \beta^{s^{\prime}}$, and $\beta^{s f}$ assume higher values. As a result, a higher magnitude of the pore pressure is induced and the total stresses are more compressive.

Next, we present results in the form of stress clouds to illustrate the shear failure potential. The "stress clouds" represent the amalgamation of the effective radial, tangential, and shear stresses presented in the $\sqrt{J_{2}}-S_{p}$ space, where $\sqrt{J_{2}}$ is the mean shear stress given by


Fig. 7 Pore pressure varying with $r / R$ along $\theta=90 \mathrm{deg}$ at $t=0.001$ day


Fig. 8 Effective radial stress varying with $r / R$ along $\boldsymbol{\theta}=90$ deg at $t=0.001$ day

$$
\begin{align*}
J_{2}= & \frac{1}{6}\left[\left(\sigma_{r r}-\sigma_{\theta \theta}\right)^{2}+\left(\sigma_{\theta \theta}-\sigma_{z z}\right)^{2}+\left(\sigma_{z z}-\sigma_{r r}\right)^{2}\right]+\sigma_{r \theta}^{2}+\sigma_{r z}^{2} \\
& +\sigma_{\theta z}^{2} \tag{36}
\end{align*}
$$

and $S_{p}$ is the mean effective stress given by

$$
\begin{equation*}
S_{p}=-\frac{\sigma_{r r}+\sigma_{\theta \theta}+\sigma_{z z}}{3}-p \tag{37}
\end{equation*}
$$

The stress cloud is obtained by evaluating pairs of $\left(S_{p}, \sqrt{J_{2}}\right)$ by varying the angle around the borehole, $\theta$ for a fixed radial distance


Fig. 9 Effective tangential stress varying with $r / R$ along $\theta=90$ deg at $t=0.001$ day


Fig. 10 Stress clouds at $r / R=1$ and $t=0.001$ day
and time [32]. The stress cloud concept is used in conjunction with the Drucker-Prager criterion for a shear failure analysis. The Drucker-Prager criterion can be expressed as

$$
\begin{equation*}
\sqrt{J_{2}}=3 A S_{p}+D \tag{38}
\end{equation*}
$$

where $A$ and $D$ are positive material constants. Values of $A=0.1$ and $D=14 \mathrm{MPa}$ are chosen to represent the failure envelope.
Figure 10 shows the stress clouds at the borehole wall, i.e., $r / R=1.0$. It is seen that, for a lower $\alpha^{s} / \alpha^{s^{\prime}}$ ratio, the stress cloud moves to the right and higher, pushing it outside the failure envelope. At the borehole wall, the effective radial stresses are always zero. However, there is an increase in the effective tangential stress and the effective axial stress for the lower $\alpha^{s} / \alpha^{s^{\prime}}$ ratio. This results in a higher difference between the stresses which causes the mean shear stress, $\sqrt{J_{2}}$, to increase. With higher effective tangential and axial stresses, the mean effective stress, $S_{p}$, is naturally higher. Hence, the stress cloud moves higher and to the right for the lower $\alpha^{s} / \alpha^{s^{\prime}}$ ratio. Figure 11 shows the stress clouds at a fractional distance inside the formation given by $r / R=1.1$. The relative magnitudes of the stresses are still quite different for the lower $\alpha^{s} / \alpha^{s^{\prime}}$ ratio, resulting in a cloud which is partially outside the failure envelope. Again, Figs. 10 and 11 show that higher thermal expansion coefficients in the transverse direction lead to a higher shear failure potential. Also shown in Fig. 12 are the variations of the effective tangential stresses as a function of the angle around the borehole, $\theta$, at the borehole wall. The tangential stress is more compressive for lower values of the $\alpha^{s} / \alpha^{s^{\prime}}$ ratio. A higher wellbore pressure would thus be required to produce tensile zones, indicating that a higher thermal coefficient in the transverse direction results in decreasing the fracturing failure potential.

Time-Dependent Effects. It is interesting to show the behavior of stresses and pore pressure as time progresses. In Figs. 13-15 we show their variation with radial distance, along the $\theta=90 \mathrm{deg}$ direction for three time intervals, $t=0.001,0.01$, and 0.1 day. Also, results are shown for two values of the thermal expansion coefficient ratios, i.e., $\alpha^{s} / \alpha^{s^{\prime}}=0.1$ and 1.0. It is seen from Fig. 13 that the magnitude of the induced pore pressure


Fig. 11 Stress clouds at $r / R=1$ and $t=0.001$ day
progressively decreases with time. In addition, the location of the maximum pore pressure gradually moves into the formation and away from the borehole wall. The magnitude of the pore pressure for the lower $\alpha^{s} / \alpha^{s^{\prime}}$ is, however, always higher. It is seen from Fig. 14 that with the passage of time effective radial stresses in the vicinity of the borehole change from tensile to compressive in nature as a result of the diffusion process. Correspondingly, as time progresses the effective tangential stresses become more compressive, as can be seen from Fig. 15. It may be expected that, as the induced pore pressure front progresses into the formation, it results in lowering the effective stresses, indicating that the potential shear failure zone gradually shifts into the formation.


Fig. 12 Effective tangential stress varying with $\theta$ at $r / R=1$ and $t=0.001$ day


Fig. 13 Pore pressure varying with $r / R$ for $\alpha_{m} / \alpha_{m}^{\prime}=0.1,1.0$, for $t=0.001,0.01$, and 0.1 day

Combined Anisotropic Effects. The combined effect of the anisotropy of elastic parameters and the thermal expansion coefficient ratios is analyzed in Figs. 16-18. The pore pressure profiles for four sets of values of the $E / E^{\prime}, \nu / \nu^{\prime}$ and $\alpha^{s} / \alpha^{s^{\prime}}$ ratios are shown in Fig. 16. It can be seen that for the two curves where $E / E^{\prime}=2, \nu / \nu^{\prime}=2$, the pore pressure induced is higher for the case when $\alpha^{s} / \alpha^{s^{\prime}}=0.1$ as compared to that for the $\alpha^{s} / \alpha^{s^{\prime}}=0.5$. In contrast, when $E / E^{\prime}=0.5, \nu / \nu^{\prime}=0.5$, the pore pressure is lower for the case where $\alpha^{s} / \alpha^{s^{\prime}}=0.1$ than for $\alpha^{s} / \alpha^{s^{\prime}}=0.5$. A similar observation is made about the tensile nature of the effective radial


Fig. 14 Effective radial stress varying with $r / R$ for $\alpha_{m} / \alpha_{m}^{\prime}$ $=0.1,1.0$, for $t=0.001,0.01$, and 0.1 day


Fig. 15 Effective tangential stress varying with r/R for $\alpha_{\mathrm{m}} / \alpha_{\mathrm{m}}^{\prime}=0.1,1.0$, for $t=0.001,0.01$, and 0.1 day
stresses, shown in Fig. 17. On the other hand, the effective tangential stress shown in Fig. 18 is most compressive for lower ratios of $E / E^{\prime}, \nu / \nu^{\prime}$, and $\alpha^{s} / \alpha^{s^{\prime}}$. The combined effect of the anisotropy of both the material and thermal expansion coefficients results in complex behavior patterns. A consistent inference which relates the change in values for these ratios to behavior of the stresses and pore pressure may be difficult to draw. However, noting that a change in these ratios results in a corresponding modification of the values for $\beta^{s}, \beta^{s^{\prime}}$, and $\beta^{s f}$, a fair prediction is plausible.


Fig. 16 Pore pressure varying with $r / R$ at $t=0.001$ day for different combinations of $E / E^{\prime}, \nu / \nu^{\prime}$, and $\alpha_{m} / \alpha_{m}^{\prime}$


Fig. 17 Effective radial stress varying with $r / R$ at $t=0.001$ day for different combinations of $E / E^{\prime}, \nu / \nu^{\prime}$, and $\alpha_{\mathrm{m}} / \alpha_{\mathrm{m}}^{\prime}$

## Conclusions

The solution for the inclined borehole problem in a transversely isotropic poroelastic medium under nonisothermal conditions has been presented in this paper. A superposition scheme, involving decomposition of the complex problem along with its boundary conditions into simpler problems which can be solved easily, has been used to arrive upon the solution. A parametric analysis has been presented to study the material anisotropy effect on the stress and pore pressure profiles.

The temperature difference leads to a modification of both the pore pressure and stress distributions. The effect of the anisotropy


Fig. 18 Effective tangential stress varying with $r / R$ at $t$ $=0.001$ day for different combinations of $E / E^{\prime}, \nu / \nu^{\prime}$, and $\alpha_{\mathrm{m}} / \alpha_{\mathrm{m}}^{\prime}$
of thermic coefficients has been studied varying the thermal expansion coefficients in the isotropic and transverse directions while keeping the mechanical parameters isotropic. It was found that the effects on the pore pressure and stress profiles are more pronounced when the material has a higher thermal expansion coefficient in the transverse direction. In contrast, the stress and pore pressure responses are more or less comparable to the isotropic case when the thermal expansion coefficients are lower in the transverse direction. The time-dependent variation of the induced pore pressure is characterized by a front which moves into the formation as time progresses. The effect of anisotropy of mechanical parameters has been studied varying $E / E^{\prime}$ and $\nu / \nu^{\prime}$. It is interesting to note that for ratios of $E / E^{\prime}, \nu / \nu^{\prime}>1$, the ratios of the thermal expansion coefficients affect the stress and pore pressure distributions in a manner similar to the case when the mechanical parameters are isotropic. On the other hand, when $E / E^{\prime}, \nu / \nu^{\prime}<1$, the trend of these results (i.e., effect of $\alpha^{s} / \alpha^{s^{\prime}}$ ) is reversed.

Again, it must be noted that applicability of the analytical solution may seem limited for the case where the isotropic plane is perpendicular to the borehole axis. Nevertheless, it serves as a unique tool in both understanding the underlying phenomena, and, validation of numerical analyses in which some of the assumptions may be relaxed subsequently $[35,36]$.
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## Appendix

Transversely Isotropic Borehole Solution. The complete solution for the inclined borehole problem in a transversely isotropic medium and an isotropic medium are given.

$$
\begin{gather*}
\sigma_{r r}=-P_{0}+S_{0} \cos 2\left(\theta-\theta_{r}\right)+\sigma_{r r}^{(1)}+\sigma_{r r}^{(2)}+\sigma_{r r}^{(3)}  \tag{A1a}\\
\sigma_{\theta \theta}=-P_{0}-S_{0} \cos 2\left(\theta-\theta_{r}\right)+\sigma_{\theta \theta}^{(1)}+\sigma_{\theta \theta}^{(2)}+\sigma_{\theta \theta}^{(3)}  \tag{A1b}\\
\sigma_{z z}=-S_{z}+\left[\nu^{\prime}\left(S_{x}+S_{y}\right)+\left(\alpha^{\prime}-2 \nu^{\prime} \alpha\right) p_{0}+\left(\beta^{\prime}-2 \nu^{\prime} \beta\right) T_{0}\right] \\
+\nu^{\prime}\left(\sigma_{r r}+\sigma_{\theta \theta}\right)-\left(\alpha^{\prime}-2 \nu^{\prime} \alpha\right) p-\left(\beta^{\prime}-2 \nu^{\prime} \beta\right) T  \tag{A1c}\\
\sigma_{r \theta}=-P_{0}+S_{0} \sin 2\left(\theta-\theta_{r}\right)+\sigma_{r \theta}^{(3)}  \tag{A1d}\\
\sigma_{r z}=-\left(S_{x z} \cos \theta+S_{y z} \sin \theta\right)\left[1-\left(R^{2} / r^{2}\right)\right]  \tag{A1e}\\
\sigma_{\theta z}=\left(S_{x z} \sin \theta+S_{y z} \cos \theta\right)\left[1+\left(R^{2} / r^{2}\right)\right]  \tag{A1f}\\
p=p_{0}+p^{(2)}+p^{(3)}  \tag{A1g}\\
T=T_{0}+T^{(2)} \tag{A1h}
\end{gather*}
$$

where $\sigma_{r r}^{(1)}, \sigma_{r r}^{(2)}, \sigma_{r r}^{(3)}, \sigma_{\theta \theta}^{(1)}, \sigma_{\theta \theta}^{(2)}, \sigma_{\theta \theta}^{(3)}, \sigma_{r \theta}^{(3)}, p^{(2)}, p^{(3)}$, and $T^{(2)}$ are obtained by solving the modified plane strain problem as indicated earlier. In the above, $\theta_{r}, P_{0}$, and $S_{0}$ are given by

$$
\begin{gather*}
\theta_{r}=\frac{1}{2} \tan ^{-1}\left[2 S_{x y} /\left(S_{x}+S_{y}\right)\right]  \tag{A2a}\\
P_{0}=\left(S_{x}+S_{y}\right) / 2  \tag{A2b}\\
S_{0}=0.5 \sqrt{\left(S_{x}-S_{y}\right)^{2}+4 S_{x y}^{2}} \tag{A2c}
\end{gather*}
$$

The expressions for $\sigma_{r r}^{(1)}, \sigma_{r r}^{(2)}, \sigma_{r r}^{(3)}, \sigma_{\theta \theta}^{(1)}, \sigma_{\theta \theta}^{(2)}, \sigma_{\theta \theta}^{(3)}, \sigma_{r \theta}^{(3)}$, $p^{(2)}, p^{(3)}$, and $T^{(2)}$ are obtained as follows [32,37]:

Solutions for Mode 1:

$$
\begin{equation*}
\sigma_{r r}^{(1)}=H(t)\left[P_{0}-p_{w}\right]\left(\frac{R^{2}}{r^{2}}\right) \tag{A3a}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{\theta \theta}^{(1)}=-H(t)\left[P_{0}-p_{w}\right]\left(\frac{R^{2}}{r^{2}}\right) \tag{A3b}
\end{equation*}
$$

Solutions for mode 2 and mode 3 are obtained in the Laplace domain and are inverted to the time-domain using the Stehfest algorithm [37].

Solutions for Mode 2:

$$
\begin{gather*}
s \widetilde{T}^{(2)}=\left(T_{w}-T_{0}\right) \Phi(\omega)  \tag{A4a}\\
s \widetilde{p}^{(2)}=G_{1} \Phi(\xi)+G_{2} \Phi(\omega)  \tag{A4b}\\
s \widetilde{\sigma}_{r r}^{(2)}=\alpha\left(1-\frac{M_{12}}{M_{11}}\right)\left\{\mathrm{F}_{1} \Psi(\xi)+\mathrm{F}_{2} \Psi(\omega)\right\}+\beta^{s}\left(1-\frac{M_{12}}{M_{11}}\right)\left\{\left(T_{w}\right.\right. \\
\left.\left.-T_{0}\right) \Psi(\omega)\right\}  \tag{A4c}\\
s \widetilde{\sigma}_{\theta \theta}^{(2)}=-\alpha\left(1-\frac{M_{12}}{M_{11}}\right)\left\{\mathrm{F}_{1} \Omega(\xi)+\mathrm{F}_{2} \Omega(\omega)\right\}-\beta^{s}\left(1-\frac{M_{12}}{M_{11}}\right)\left\{\left(T_{w}\right.\right. \\
 \tag{A4d}\\
\left.\left.-T_{0}\right) \Omega(\omega)\right\}
\end{gather*}
$$

Solutions for Mode 3:

$$
\begin{align*}
\tilde{p}^{(3)}= & \frac{S_{0}}{s}\left(\frac{c_{f}}{2 G \kappa} C_{1} \mathrm{~K}_{2}(\xi r)+A_{1} C_{2} \frac{R^{2}}{r^{2}}\right) \cos 2\left(\theta-\theta_{r}\right)  \tag{A5a}\\
\tilde{\sigma}_{r r}^{(3)}= & \frac{S_{0}}{s}\left[A_{1} C_{1}\left(\frac{1}{\xi r} \mathrm{~K}_{1}(\xi r)+\frac{6}{(\xi r)^{2}} \mathrm{~K}_{2}(\xi r)\right)-A_{2} C_{2} \frac{R^{2}}{r^{2}}\right. \\
& \left.-3 C_{3} \frac{R^{4}}{r^{4}}\right] \cos 2\left(\theta-\theta_{r}\right)  \tag{A5b}\\
\widetilde{\sigma}_{\theta \theta}^{(3)}= & \frac{S_{0}}{s}\left[-A_{1} C_{1}\left(\frac{1}{\xi r} \mathrm{~K}_{1}(\xi r)\left(1+\frac{6}{(\xi r)^{2}}\right) \mathrm{K}_{2}(\xi r)\right)\right. \\
& \left.+3 C_{3} \frac{R^{4}}{r^{4}}\right] \cos 2\left(\theta-\theta_{r}\right)  \tag{A5c}\\
\tilde{\tau}_{r \theta}^{(3)}= & \frac{S_{0}}{s} 2 A_{1} C_{1}\left(\frac{1}{\xi r} \mathrm{~K}_{1}(\xi r)+\frac{3}{(\xi r)^{2}} \mathrm{~K}_{2}(\xi r)\right)-\frac{A_{2}}{2} C_{2} \frac{R^{2}}{r^{2}} \\
& -3 C_{3} \frac{R^{4}}{r^{4}} \sin 2\left(\theta-\theta_{r}\right) \tag{A5d}
\end{align*}
$$

where $\mathrm{K}_{n}$ is the modified Bessel function of the second kind of order $n$. In the above

$$
\begin{gather*}
\Phi(x)=\left[\frac{\mathrm{K}_{0}(x r)}{\mathrm{K}_{0}(x R)}\right]  \tag{A6a}\\
\Psi(x)=\left[\frac{\mathrm{K}_{1}(x r)}{x r \mathrm{~K}_{0}(x R)}-\frac{R \mathrm{~K}_{1}(x R)}{x r^{2} \mathrm{~K}_{0}(x R)}\right]  \tag{A6b}\\
\Omega(x)=\left[\frac{\mathrm{K}_{1}(x r)}{x r \mathrm{~K}_{0}(x R)}-\frac{R \mathrm{~K}_{1}(x R)}{x r^{2} \mathrm{~K}_{0}(x R)}+\frac{\mathrm{K}_{0}(x r)}{\mathrm{K}_{0}(x R)}\right]  \tag{A6c}\\
\mathrm{F}_{1}=\left[\left(p_{w}-p_{0}\right)-\left(\frac{c_{h f}}{\left(1-c_{f} / c_{h}\right)}\right)\left(T_{w}-T_{0}\right)\right]  \tag{A6d}\\
\mathrm{F}_{2}=\left(\frac{c_{h f}}{\left(1-c_{f} / c_{h}\right)}\right)\left(T_{w}-T_{0}\right)  \tag{A6e}\\
\omega=\sqrt{\frac{s}{c_{h}}} ; \quad \xi=\sqrt{\frac{s}{c_{f}}} \tag{A6f}
\end{gather*}
$$

The constants $C_{1}, C_{2}, C_{3}$

$$
\begin{gather*}
C_{1}=\frac{4}{2 A_{1}\left(B_{3}-B_{2}\right)-A_{2} B_{1}}  \tag{A7a}\\
C_{2}=-\frac{4 B_{1}}{2 A_{1}\left(B_{3}-B_{2}\right)-A_{2} B_{1}}  \tag{A7b}\\
C_{3}=\frac{2 A_{1}\left(B_{2}+B_{3}\right)+3 A_{2} B_{1}}{3\left[2 A_{1}\left(B_{3}-B_{2}\right)-A_{2} B_{1}\right]} \tag{A7c}
\end{gather*}
$$

in which

$$
\begin{gather*}
A_{1}=\frac{\alpha M}{M_{11}+\alpha^{2} M}  \tag{A8a}\\
A_{2}=\frac{M_{11}+M_{12}+2 \alpha^{2} M}{M_{11}+\alpha^{2} M}  \tag{A8b}\\
B_{1}=\frac{M_{11}}{2 G \alpha} \mathrm{~K}_{2}(\xi R)  \tag{A8c}\\
B_{2}=\frac{1}{\xi R} \mathrm{~K}_{1}(\xi R)+\frac{6}{(\xi R)^{2}} \mathrm{~K}_{2}(\xi R)  \tag{A8d}\\
B_{3}=2\left(\frac{1}{\xi R} \mathrm{~K}_{1}(\xi R)+\frac{3}{(\xi R)^{2}} \mathrm{~K}_{2}(\xi R)\right) \tag{A8e}
\end{gather*}
$$

## Isotropic Borehole Solution

Complete solution for the inclined borehole in an isotropic material is obtained using the same decomposition scheme and Eqs. $(A 1 a)-(A 1 h)$, with the added condition that $\alpha=\alpha^{\prime}$ and $\beta^{s}=\beta^{s^{\prime}}$. Solutions for $\sigma_{r r}^{(1)}, \sigma_{r r}^{(2)}, \sigma_{r r}^{(3)}, \sigma_{\theta \theta}^{(1)}, \sigma_{\theta \theta}^{(2)}, \sigma_{\theta \theta}^{(3)}, \sigma_{r \theta}^{(3)}, p^{(2)}, p^{(3)}$, and $T^{(2)}$ for the inclined borehole in the isotropic medium were obtained by Li et al. [34]. Their solutions have been corrected for some of the typographical errors and reproduced for clarification below.

## Solutions for Mode 1:

Solutions for $\sigma_{r r}^{(1)}$ and $\sigma_{\theta \theta}^{(1)}$ are the same as given in Eqs. (A3a) and (A3b).

Solutions for Mode 2:

$$
\begin{gather*}
s \widetilde{T}^{(2)}=\left(T_{w}-T_{0}\right) \Phi(\omega)  \tag{A9a}\\
s \tilde{p}^{(2)}=\mathrm{F}_{1} \Phi(\xi)+\mathrm{F}_{2} \Phi(\omega)  \tag{A9b}\\
s \widetilde{\sigma}_{r r}^{(2)}=\alpha\left(\frac{1-2 \nu}{1-\nu}\right)\left\{\mathrm{F}_{1} \Psi(\xi)+\mathrm{F}_{2} \Psi(\omega)\right\}+\beta^{s}\left(\frac{1-2 \nu}{1-\nu}\right)\left\{\left(T_{w}\right.\right. \\
\left.\left.-T_{0}\right) \Psi(\omega)\right\}  \tag{A9c}\\
s \widetilde{\sigma}_{\theta \theta}^{(2)}=-\alpha\left(\frac{1-2 \nu}{1-\nu}\right)\left\{\mathrm{F}_{1} \Omega(\xi)+\mathrm{F}_{2} \Omega(\omega)\right\}-\beta^{s}\left(\frac{1-2 \nu}{1-\nu}\right)\left\{\left(T_{w}\right.\right. \\
\left.\left.-T_{0}\right) \Omega(\omega)\right\} \tag{A9d}
\end{gather*}
$$

The functions $\Phi(x), \Psi(x)$, and $\Omega(x), \mathrm{F}_{1}, \mathrm{~F}_{2}$ are as defined in Eqs. (A6a) $-(A 6 c)$.

Solutions for Mode 3:

$$
\begin{align*}
\tilde{p}^{(3)}= & \frac{S_{0}}{s}\left[\frac{B^{2}(1-\nu)\left(1+\nu_{u}\right)^{2}}{9\left(1-\nu_{u}\right)\left(\nu_{u}-\nu\right)} C_{1} \mathrm{~K}_{1}(\xi r)\right. \\
& \left.+\frac{B\left(1+\nu_{u}\right)}{3\left(1-\nu_{u}\right)} C_{2} \frac{R^{2}}{r^{2}}\right] \cos 2\left(\theta-\theta_{r}\right) \tag{A10a}
\end{align*}
$$

$$
\begin{align*}
& \tilde{\sigma}_{r r}^{(3)}= \frac{S_{0}}{s}\left[\frac{B\left(1+\nu_{u}\right)}{3\left(1-\nu_{u}\right)} C_{1}\left(\frac{1}{\xi r} \mathrm{~K}_{1}(\xi r)+\frac{6}{(\xi r)^{2}} \mathrm{~K}_{2}(\xi r)\right)\right. \\
&\left.-\frac{1}{1-\nu_{u}} C_{2} \frac{R^{2}}{r^{2}}-3 C_{3} \frac{R^{4}}{r^{4}}\right] \cos 2\left(\theta-\theta_{r}\right)  \tag{A10b}\\
& \widetilde{\sigma}_{\theta \theta}^{(3)}=\frac{S_{0}}{s}\left[-\frac{B\left(1+\nu_{u}\right)}{3\left(1-\nu_{u}\right)} C_{1}\left(\frac{1}{\xi r} \mathrm{~K}_{1}(\xi r)\left[1+\frac{6}{(\xi r)^{2}}\right] \mathrm{K}_{2}(\xi r)\right)\right. \\
&+\left.3 C_{3} \frac{R^{4}}{r^{4}}\right] \cos 2\left(\theta-\theta_{r}\right)  \tag{A10c}\\
& \widetilde{\tau}_{r \theta}^{(3)}= \frac{S_{0}}{s}\left[\frac{2 B\left(1+\nu_{u}\right)}{3\left(1-\nu_{u}\right)} C_{1}\left(\frac{1}{\xi r} \mathrm{~K}_{1}(\xi r)+\frac{3}{(\xi r)^{2}} \mathrm{~K}_{2}(\xi r)\right)\right. \\
&\left.-\frac{1}{2\left(1-\nu_{u}\right)} C_{2} \frac{R^{2}}{r^{2}}-3 C_{3} \frac{R^{4}}{r^{4}}\right] \sin 2\left(\theta-\theta_{r}\right)
\end{align*}
$$

(A10d)
where $B$ is the Skempton's pore pressure coefficient, $\nu_{u}$ is the undrained Poisson's ratio, and $\mathrm{K}_{\mathrm{n}}$ is the modified Bessel function of the second kind of order $n$.

The constants $C_{1}, C_{2}, C_{3}$ are given by

$$
\begin{gather*}
C_{1}=-\frac{12 \xi R\left(1-\nu_{u}\right)\left(\nu_{u}-\nu\right)}{B\left(1+\nu_{u}\right)\left(D_{2}-D_{1}\right)}  \tag{A11a}\\
C_{2}=\frac{4\left(1-\nu_{u}\right) D_{2}}{\left(D_{2}-D_{1}\right)}  \tag{A11b}\\
C_{3}=-\frac{\xi R\left(D_{2}+D_{1}\right)+8\left(\nu_{u}-\nu\right) \mathrm{K}_{2}(\xi R)}{\xi R\left(D_{2}-D_{1}\right)}
\end{gather*}
$$

(A11c)
in which the constants $D_{1}$ and $D_{2}$ are given by

$$
\begin{align*}
D_{1} & =2\left(\nu_{u}-\nu\right) \mathrm{K}_{1}(\xi R)  \tag{A12a}\\
D_{2} & =\xi R(1-\nu) \mathrm{K}_{2}(\xi R) \tag{A12b}
\end{align*}
$$
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# A Fast Boundary Element Method for the Analysis of FiberReinforced Composites Based on a Rigid-Inclusion Model 


#### Abstract

A new boundary element method (BEM) is developed for three-dimensional analysis of fiber-reinforced composites based on a rigid-inclusion model. Elasticity equations are solved in an elastic domain containing inclusions which can be assumed much stiffer than the host elastic medium. Therefore the inclusions can be treated as rigid ones with only six rigid-body displacements. It is shown that the boundary integral equation (BIE) in this case can be simplified and only the integral with the weakly-singular displacement kernel is present. The BEM accelerated with the fast multipole method is used to solve the established BIE. The developed BEM code is validated with the analytical solution for a rigid sphere in an infinite elastic domain and excellent agreement is achieved. Numerical examples of fiber-reinforced composites, with the number of fibers considered reaching above 5800 and total degrees of freedom above 10 millions, are solved successfully by the developed BEM. Effective Young's moduli of fiber-reinforced composites are evaluated for uniformly and "randomly" distributed fibers with two different aspect ratios and volume fractions. The developed fast multipole BEM is demonstrated to be very promising for large-scale analysis of fiber-reinforced composites, when the fibers can be assumed rigid relative to the matrix materials. [DOI: 10.1115/1.1825436]


## 1 Introduction

Modeling can play an important role in the analysis and design of fiber-reinforced composite materials. Mechanical properties and possible failure modes of these composites can be predicted early during the design stage using modeling techniques. However, modeling fiber-reinforced materials presents many challenges to numerical methods. Fibers in a composite can have different properties, shapes and sizes. They can be straight or curved, short or long, aligned or oriented arbitrarily, and distributed uniformly or randomly. All these factors make estimates of the mechanical properties of fiber-reinforced composites very difficult using the numerical methods. Often a representative volume element (RVE) containing only a few fibers may not be sufficient for accurately determining the effective properties of a composite. Large-scale models with hundreds or thousands of fibers may be deemed necessary in many situations. Unfortunately, modeling fibers, matrix, and possibly interphases between them as separate material domains in large-scale models is beyond the limit of current computing power. This has been the main reason that most of the current models of the fiber-reinforced composites based on the boundary integral equation and boundary element method (BIE/BEM) are two-dimensional ones with one or a few fibers considered in the RVEs (see, e.g., Refs. [1-8]). These models are

[^14]adequate for the study of local properties, such as interfacial stresses and fractures, of a composite, but are often not sufficient for evaluating the overall mechanical properties of the composite. Therefore, models that can capture the overall behaviors of a composite without overwhelming computing resources are needed and will be beneficial in large-scale simulations. Using the rigidinclusion model seems to be a feasible first step in large-scale simulations for investigating the interactions of fibers, load transfer mechanism and effective properties of a composite. The rigidinclusion approximation is valid when the fibers have much higher values of stiffness compared with that of the matrix. This approximation can significantly reduce the modeling complexity for the analysis, as will be demonstrated in this paper.
There are two approaches regarding whether or not to further simplify the geometries for modeling rigid inclusions. One approach treats the rigid inclusions as they are without further simplifying their geometries, which consequently requires 3D models for rigid inclusions. The other approach treats slender rigid inclusions, as in the case of long-fiber-reinforced composites, as rigidline inclusions, where the geometry of an inclusion is reduced to a line. This rigid-line inclusion model is valid when the aspect ratio of an inclusion is large. It is also efficient in modeling of rigid-line inclusions because of the simplified geometry. Only 2D models of rigid-line inclusions in a medium have been studied so far.
In the analysis of rigid-line inclusions, also called anticracks in a 2D elastic domain [9], many research results have been reported in the literature. Boundary integral equation and boundary element method have been found especially suitable for the analysis of rigid-line inclusions, since cracks in 2D, the counter part of rigid lines, have been studied intensively by using the BIEs. Many of the results for crack analysis can be extended readily to the analysis of rigid-line inclusions. In the early 1990s, the group of Hu , Chandra and Huang made considerable contributions to the study of rigid-line inclusions in a matrix using the boundary inte-
gral equation method for 2D cases. Some of their analytical and numerical results can be found in Refs. [10-14]. In these works, the rigid lines embedded in an infinite space are represented by distributions of tractions along the rigid lines (as compared to distributions of dislocations for cracks) and integral equations are established using the Green's functions. The interactions of rigid lines with cracks and the effects of rigid lines on the effective elastic material properties of composites were successfully studied using this approach for 2D models [10-14]. Extensive review of the earlier theoretical work on the elasticity study of rigid-line inclusions in a solid can also be found in Refs. [10-14]. Recently, there seems to be a renewed interest in the study of rigid-line inclusions using the BIEs. In Ref. [15], Leite, Coda, and Venturini reported a 2D BEM coupled with the finite elements that are used to model the bar inclusions in a matrix. These bar inclusions, representing fibers in a matrix, are assumed to be rigid within any cross section of a bar, but can deform along the axial direction in their models. The displacement and stress fields near the line inclusions are studied by this approach. In a recent work [16], Dong, Lo, and Cheung developed a hypersingular BIE approach for the analysis of interactions of rigid-line inclusions with cracks in a 2 D elastic medium. Stress intensity factors at the tips of rigid lines are computed with this hypersingular BIE approach and compared with analytical solutions. In all the results mentioned above, only 2D models with a small number (less than 10) of rigid-line inclusions have been considered. Most recently, Nishimura and Liu [17] used the fast multipole BEM to solve rigid-line inclusion models in the context of 2D thermal analysis. The rigid-line concept in the thermal case means line inclusions with much higher thermal conductivities than that of the matrix material. A hypersingular BIE was employed and up to 10000 line inclusions were studied. The effective thermal conductivity of a 2D medium (thin films) containing rigid lines were successfully evaluated using the 2D RVEs embedded in an infinite plane in Ref. [17].

In the case of modeling rigid inclusions as 2D or 3D objects without simplifying their geometries, Ingber and Papathanasiou's work [18] seems to be the only reported one using the boundary element method. The full conventional BIE for Navier's equation governing an incompressible medium containing rigid fibers is solved in [18] in order to determine the effective moduli of composites with different fiber volume fractions and aspect ratios. Constant boundary elements were employed to discretize the BIE which contains the singular as well as weakly-singular kernels. Parallel computing was used to solve the BEM equations. Up to 200 short, aligned rigid fibers, with the total degrees of freedom (DOFs) of about 12000 , were successfully solved by the developed BEM approach. Very good agreement of the evaluated effective moduli using their BEM approach and analytical results is reported in [18], which clearly demonstrates that the rigid-fiber model is very promising and the BEM is very efficient for analyzing fiber-reinforced composites. In the field of fluid mechanics, there are many research results concerning the flows of fluids around rigid solids. Two recent references using the boundary element method for modeling rigid bodies in fluids can be found in Refs. [19], [20]. In particular, in Ref. [19], an indirect BIE of the first kind using the single-layer potential is developed for solving Stokes equations and this approach is found to be very stable and more amenable to fast iterative solvers.

The boundary element method based on the BIEs is a natural way to model inclusion problems, due to its reduction of the dimension of the problem domain and high accuracy. With the development of the fast multipole methods (FMM) (see a recent review in Ref. [21]) for solving boundary integral equations, large models with several million degrees of freedom can be solved readily on a desktop computer. Rokhlin, Greengard, and coworkers, who pioneered the FMM, have done extensive research on the FMM for inclusion problems in the context of potential fields as well as elastic fields in two-dimensional domains (see, Ref. [22] and related papers in Refs. [23-25]). Rodin and co-


Fig. 1 A 3D infinite elastic medium ( $R^{3}$ ) embedded with rigid inclusions
workers [26] have formulated the BIE for 3D elastic inclusion problems using the FMM. Solutions for up to 343 spherical voids in an elastic domain were computed using their parallel FMM BEM code (with total DOFs about 400000 ) [26]. Some other development of the fast multipole BEM can be found in Refs. [27], [28] for general elasticity problems, and in [29-31] for crack problems. With the advances of new composites, new modeling approaches that can handle even larger numbers of fibers in an RVE need to be developed. The rigid-inclusion approach seems to be a feasible first approximation with the current computing capabilities. All these demands in materials research and progresses in the BEM suggest that the rigid-inclusion models and the fast multipole BEM may play a significant role in the analysis of fiberreinforced composites.
In this paper, a new BIE formulation is presented for the analysis of rigid inclusions in a general 3D isotropic elastic medium based on the general direct BIE formulation. The BIE contains only the displacement kernel and the influence of the traction kernel is implied in the coefficient of the free displacement term. Although this integral equation is essentially (not exactly) a Fredholm integral equation of the first kind, it is suitable for numerical solutions with iterative solvers because a good preconditioner is available. The BEM accelerated by the fast multipole method is used to solve the established BIE and the preconditioned system of equations is found to be well conditioned. The analytical solution of a rigid sphere in an infinite elastic domain is used to validate the developed BEM code and excellent agreement is achieved. Examples for modeling fiber-reinforced composites, with the number of fibers reaching above 5800 and total DOFs above 10 millions, are successfully solved by the developed fast multipole BEM. Effective Young's moduli of fiber-reinforced composites are evaluated for uniformly and "randomly" distributed and oriented fibers with two different aspect ratios and volume fractions. The developed fast multipole BEM is demonstrated to be very promising for large-scale analysis of fiber-reinforced composites, when the fibers can be assumed rigid relative to the matrix. It can also be applied to modeling other inclusion problems.

## 2 BIE Formulation for an Elastic Medium Containing Rigid Inclusions

The boundary integral equation for the analysis of an elastic domain containing rigid inclusions is derived in this section. This new and simplified BIE formulation contains only one integral with the displacement kernel and thus can facilitate more efficient computation. Consider a 3D infinite elastic domain $V$ embedded with $n$ rigid inclusions (Fig. 1). The matrix is loaded with a remote stress or displacement field. The displacement at a point inside the domain is given by the following direct representation integral (see, e.g., [32]):
$\mathbf{u}(\mathbf{x})=\int_{S}[\mathbf{U}(\mathbf{x}, \mathbf{y}) \mathbf{t}(\mathbf{y})-\mathbf{T}(\mathbf{x}, \mathbf{y}) \mathbf{u}(\mathbf{y})] d S(\mathbf{y})+\mathbf{u}^{\infty}(\mathbf{x}), \quad \forall \mathbf{x} \in V$,
where $\mathbf{u}$ and $\mathbf{t}$ are the displacement and traction vectors, respectively; $S=\cup_{\alpha} S_{\alpha}$ with $S_{\alpha}$ being the boundary of the $\alpha$ th rigid inclusion (Fig. 1); and $\mathbf{u}^{\infty}$ the undisturbed displacement field when a remote stress or displacement field is applied and the rigid inclusions are not present (This term is similar to that for an incident wave in the elastodynamic case [33]). For a finite domain model, this term will not be present in Eq. (1). The two kernel functions $\mathbf{U}(\mathbf{x}, \mathbf{y})$ and $\mathbf{T}(\mathbf{x}, \mathbf{y})$ in Eq. (1) are the displacement and traction components in the fundamental solution (Kelvin's solution), respectively, which can be found in any BEM references (see, e.g., [34-37]).

Before we let the source point $\mathbf{x}$ approach the boundary $S$ to derive the boundary integral equation, we first consider the rigidbody motions of each inclusion. For a rigid inclusion enclosed by $S_{\alpha}$, the displacement at any point $\mathbf{y}$ can be described by the rigidbody motions as:

$$
\begin{equation*}
\mathbf{u}(\mathbf{y})=\mathbf{d}+\omega \times \mathbf{p}(\mathbf{y}), \tag{2}
\end{equation*}
$$

where $\mathbf{d}$ is the rigid-body translational displacement vector, $\boldsymbol{\omega}$ the rotation vector, and $\mathbf{p}$ a position vector for point $\mathbf{y}$ measured from a reference point (such as the center of the inclusion). Consider a complement problem in the interior region enclosed by $S_{\alpha}$ and filled with the same material as that of domain $V$. Then the following representation integral holds:

$$
\begin{equation*}
\mathbf{0}=\int_{S_{\alpha}}[\tilde{\mathbf{U}}(\mathbf{x}, \mathbf{y}) \widetilde{\mathbf{t}}(\mathbf{y})-\widetilde{\mathbf{T}}(\mathbf{x}, \mathbf{y}) \widetilde{\mathbf{u}}(\mathbf{y})] d S(\mathbf{y}), \quad \forall \mathbf{x} \in V \tag{3}
\end{equation*}
$$

where $\widetilde{\mathbf{u}}$ and $\tilde{\mathbf{t}}$ are the displacement and traction vectors, respectively, for this complement problem; $\widetilde{\mathbf{U}}=\mathbf{U}$ and $\widetilde{\mathbf{T}}=-\mathbf{T}$ as in Eq. (1) (the normal for the region enclosed by $S_{\alpha}$ is in the opposite direction of $n$ shown in Fig. 1). Any rigid-body motion is a solution to the elasticity equations for the complement problem. Thus, the following solution:

$$
\widetilde{\mathbf{u}}(\mathbf{y})=\mathbf{u}(\mathbf{y})=\mathbf{d}+\boldsymbol{\omega} \times \mathbf{p}(\mathbf{y}), \quad \widetilde{\mathbf{t}}(\mathbf{y})=\mathbf{0}
$$

satisfies the representation integral (3). Substituting these results into (3), we obtain:

$$
\int_{S_{\alpha}} \mathbf{T}(\mathbf{x}, \mathbf{y})[\mathbf{d}+\boldsymbol{\omega} \times \mathbf{p}(\mathbf{y})] d S(\mathbf{y})=\mathbf{0}, \quad \forall \mathbf{x} \in V,
$$

or

$$
\begin{equation*}
\int_{S_{\alpha}} \mathbf{T}(\mathbf{x}, \mathbf{y}) \mathbf{u}(\mathbf{y}) d S(\mathbf{y})=\mathbf{0}, \quad \forall \mathbf{x} \in V \tag{4}
\end{equation*}
$$

for the region enclosed by $S_{\alpha}(\alpha=1,2, \ldots, n)$. This is exactly the second integral with the $\mathbf{T}$ kernel in Eq. (1) on one inclusion. Therefore, the integral in Eq. (1) involving the $\mathbf{T}$ kernel vanishes and Eq. (1) reduces to:

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})=\int_{S} \mathbf{U}(\mathbf{x}, \mathbf{y}) \mathbf{t}(\mathbf{y}) d S(\mathbf{y})+\mathbf{u}^{\infty}(\mathbf{x}), \quad \forall \mathbf{x} \in V \tag{5}
\end{equation*}
$$

for all rigid inclusions ( $S=\cup_{\alpha} S_{\alpha}$ ). This representation integral can be applied to evaluate the displacement field at any point inside the domain $V$, once the tractions on the surfaces of the rigid inclusions are obtained. The stress field at any point in the domain can also be evaluated by taking derivatives of expression (5) and applying the Hook's law.

To obtain the traction values on surfaces of the rigid inclusions, we let the source point $\mathbf{x}$ approach the boundary $S$ to arrive at the following boundary integral equation:

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})=\int_{S} \mathbf{U}(\mathbf{x}, \mathbf{y}) \mathbf{t}(\mathbf{y}) d S(\mathbf{y})+\mathbf{u}^{\infty}(\mathbf{x}), \quad \forall \mathbf{x} \in S=\cup_{\alpha} S_{\alpha}, \tag{6}
\end{equation*}
$$

in which no jump term arises since the $\mathbf{U}$ kernel is only weakly singular [34-37]. This BIE for rigid-inclusion problems is extremely compact and simple, in which only the weakly-singular kernel needs to be handled. Analytical solutions for rigidinclusion problems may be obtained for simple geometries by using this BIE formulation.
Although the BIE (6) for rigid inclusions are much simpler to handle than the BIE for elastic inclusions, it requires additional considerations, that is, the rigid-body motions of each inclusion, expressed by Eq. (2) that contains six unknowns (d and $\boldsymbol{\omega}$ vectors) for each inclusion. Additional equations are needed to supplement BIE (6). These equations can be obtained by considering the equilibrium of each inclusion, that is, the following (six scalar) equations:

$$
\begin{gather*}
\int_{S_{\alpha}} \mathbf{t}(\mathbf{y}) d S(\mathbf{y})=\mathbf{0}  \tag{7}\\
\int_{S_{\alpha}} \mathbf{p}(\mathbf{y}) \times \mathbf{t}(\mathbf{y}) d S(\mathbf{y})=\mathbf{0} \tag{8}
\end{gather*}
$$

for $\alpha=1,2, \ldots, n$. Expression (7) represents the equilibrium of the forces, while expression (8) that of the moments, for the rigid inclusions. BIE (6) and Eqs. (2), (7), and (8) are simultaneously solved to obtain the unknown rigid-body motions $\mathbf{d}$ and $\boldsymbol{\omega}$, and traction $\mathbf{t}$ for all the inclusions.

It should be pointed out that BIE in (6) is essentially a Fredholm integral equation of the first kind, although not exactly since it contains additional finite number of unknowns $\mathbf{d}$ and $\boldsymbol{\omega}$ for each inclusion. Integral equations of the first kind are usually considered not suitable for numerical solutions with iterative solvers. This problem can be resolved in two ways. Namely, we either convert the BIE into an equivalent equation of the second kind, or use a preconditioner after the discretization. One may possibly replace BIE (6) by a second kind integral equation of the following form as one uses instead the traction equation corresponding to (6):

$$
\frac{1}{2} \mathbf{t}(\mathbf{x})=\int_{S} T \mathbf{U}(\mathbf{x}, \mathbf{y}) \mathbf{t}(\mathbf{y}) d S(\mathbf{y})+T \mathbf{u}^{\infty}(\mathbf{x}), \quad \forall \mathbf{x} \in S=\underset{\alpha}{\cup} S_{\alpha}
$$

where $T$ is the traction operator which is applied to $\mathbf{x}$. Unfortunately, the solution to this equation is not unique. We therefore decided to use BIE (6) for the analysis since we can find a good preconditioner for the system obtained after discretization of (6), as we shall see later.

In 2D, BIE (6) will degenerate in the limit as the aspect ratio of an inclusion tends to infinity, that is, equations generated by using BIE (6) on the two opposing boundaries of a slender inclusion will be identical and thus not enough equations will be available for solving the BIE for separate tractions. In this case, the sum of tractions across the inclusion can be used as a new variable in BIE (6) to derive a new equation. Different Green's function formulations can also be employed to consider rigid lines based on the work in Refs. [9-15], which may turn out to be equivalent with the equation based on BIE (6). Like the crack cases, hypersingular BIE formulations can also be applied, as has been done recently in [16] for 2D elasticity, and in [17] for 2D thermal analysis of line inclusions. New BIE formulations for rigid-line inclusion problems in 3D, however, still remain to be developed.

## 3 The Fast Multipole Method

The fast multipole method [21-31] is employed to accelerate the BEM solution of the BIE for rigid inclusions. In recent years, the fast multipole method has been demonstrated to be especially good for solving problems with large numbers of cracks and inclusions in both 2D and 3D cases. Using the fast multipole method for the BEM, the solution time of a problem is reduced to order $O(N)$, instead of $O\left(N^{2}\right)$ as in the traditional BEM (with $N$ here being the number of equations). The memory requirement is
also reduced since the iterative solver (such as GMRES) does not require the storage of the entire matrix in the memory. Thus, large models that had to be solved on a supercomputer in the past can now be solved on a desktop computer.

In the following, we briefly list the main results of the fast multipole method for the developed BIE (6) to show the essence of this powerful approach to solving BIEs. Complete formulations and steps in implementations of the FMM for elastostatic problems can be found in Refs. [ 38,39 ]. Other formulations using different FMM approaches for general elasticity problems can be found in Refs. [26-28].

We start with the following form of the fundamental solution (index notation is employed here, where repeated indices imply summations):

$$
\begin{equation*}
U_{i j}(\mathbf{x}, \mathbf{y})=\frac{1}{8 \pi \mu}\left(\delta_{i j} \frac{2}{r}-\frac{\lambda+\mu}{\lambda+2 \mu} \frac{\partial}{\partial x_{i}} \frac{x_{j}-y_{j}}{r}\right), \tag{9}
\end{equation*}
$$

where $\lambda$ and $\mu$ are the Lamé constants, $\delta_{i j}$ the Kronecker symbol, and $r=r(\mathbf{x}, \mathbf{y})$ the distance between the source point $\mathbf{x}$ and field point $\mathbf{y}$. The following identity holds:

$$
\begin{equation*}
\frac{1}{r(\mathbf{x}, \mathbf{y})}=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} S_{n, m}(\overrightarrow{\mathbf{0} \mathbf{x}}) \overline{R_{n, m}}(\overrightarrow{\mathbf{O y}}), \tag{10}
\end{equation*}
$$

for $|\overrightarrow{\mathbf{O} \mathbf{y}}|<|\overrightarrow{\mathbf{O} \mathbf{x}}|$, in which $\mathbf{O}$ represents a third point, $R_{n, m}$ and $S_{n, m}$ are solid harmonic functions defined in Refs. [38,39], and ( ) means the complex conjugate. Substituting (10) into (9), we arrive at:

$$
\begin{align*}
U_{i j}(\mathbf{x}, \mathbf{y})= & \frac{1}{8 \pi \mu} \sum_{n=0}^{\infty} \sum_{m=-n}^{n}\left[F_{i j, n, m}(\overrightarrow{\mathbf{O} \mathbf{x}}) \overline{R_{n, m}}(\overrightarrow{\mathbf{O} \mathbf{y}})\right. \\
& \left.+G_{i, n, m}(\overrightarrow{\mathbf{O} \mathbf{x}})(\overrightarrow{\mathbf{O} \mathbf{y}})_{j} \overline{R_{n, m}}(\overrightarrow{\mathbf{O} \mathbf{y}})\right], \tag{11}
\end{align*}
$$

where,

$$
\begin{gathered}
F_{i j, n, m}(\overrightarrow{\mathbf{O} x})=\frac{\lambda+3 \mu}{\lambda+2 \mu} \delta_{i j} S_{n, m}(\overrightarrow{\mathbf{O} x})-\frac{\lambda+\mu}{\lambda+2 \mu}(\overrightarrow{\mathbf{O} x})_{j} \frac{\partial}{\partial x_{i}} S_{n, m}(\overrightarrow{\mathbf{O x}}), \\
G_{i, n, m}(\overrightarrow{\mathbf{O} x})=\frac{\lambda+\mu}{\lambda+2 \mu} \frac{\partial}{\partial x_{i}} S_{n, m}(\overrightarrow{\mathbf{O}}) .
\end{gathered}
$$

The significance of expression (11) is that the kernel $U_{i j}(\mathbf{x}, \mathbf{y})$ is now a sum of functions in the form of $k_{n}^{(1)}(\mathbf{x}-\mathbf{O}) k_{n}^{(2)}(\mathbf{y}-\mathbf{O})$, which will facilitate integrations independent of the source point $\mathbf{x}$ and thus reduce the number of integrals to compute. To see this, consider the integral in BIE (6) on a subdomain $S_{o}$ of $S$ away from the source point $\mathbf{x}$. Applying expression (11), with point $\mathbf{O}$ being close to subdomain $S_{o}$, we obtain:

$$
\begin{align*}
\int_{S_{o}} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) d S(\mathbf{y})= & \frac{1}{8 \pi \mu} \sum_{n=0}^{\infty} \sum_{m=-n}^{n}\left[F_{i j, n, m}(\overrightarrow{\mathbf{O} \mathbf{x}}) \overline{M_{j, n, m}}(\mathbf{O})\right. \\
& \left.+G_{i, n, m}(\overrightarrow{\mathbf{O} \mathbf{x}}) \overline{M_{n, m}}(\mathbf{O})\right], \tag{12}
\end{align*}
$$

in which,

$$
\begin{gather*}
M_{j, n, m}(\mathbf{O})=\int_{S_{o}} R_{n, m}(\overrightarrow{\mathbf{O}} \mathbf{y}) t_{j}(\mathbf{y}) d S(\mathbf{y}),  \tag{13}\\
M_{n, m}(\mathbf{O})=\int_{S_{o}}(\overrightarrow{\mathbf{O}})_{j} R_{n, m}\left(\overrightarrow{\mathbf{O} \mathbf{y}} t_{j}(\mathbf{y}) d S(\mathbf{y}),\right. \tag{14}
\end{gather*}
$$

are called the multipole moments for given $n$ and $m$. Note that these four moments are independent of the location of the source point $\mathbf{x}$ and thus only need to be calculated once for all locations of the source point away from $S_{o}$ ( $S_{o}$ will be a cell in FMM and $\mathbf{O}$ will be the center of this cell). To evaluate the integral using Eq. (12), only a small number of terms are required in the expansion. For example, using ten terms for $n$ in these expansions has been
found sufficient for most problems. Further details of the FMM in the context of general 3D elastostatic problems and used in this work can be found in Refs. [38,39].

The fast multipole BEM code developed for the current analysis of rigid inclusions in 3D elastic media is based on the FMM BEM code that was developed at the Kyoto University for general elasticity problems [38]. This earlier FMM code has been tested on some large-scale stress analysis problems of regular structures. More details on the FMM for the BEM and its implementations in solving other types of problems can be found in Refs. [21], [39].

## 4 Discretization of the BIE

The boundary element method, accelerated by the fast multipole method, is applied to solve BIE (6) together with Eqs. (2), (7), and (8). In this paper, constant triangular boundary elements are used to discretize these equations over the surfaces of the inclusions. One node is placed on each surface element and the field variable (traction) is assumed to be constant over each element which is a flat triangular area defined by its three corner points. Although constant elements may not be as accurate as linear or quadratic surface elements, they have certain advantages over other higher-order elements. For example, all the integrals involved in using the constant elements can be evaluated analytically in both 2 D and 3 D cases. (As a matter of fact, it is not impossible to carry out analytical integrations for any planar elements with arbitrary polynomial basis functions. But the results will be quite complicated.) This avoids the use of any numerical integration in the BEM and hence guarantees the accuracy in the evaluation of all integrals when the source point $\mathbf{x}$ is very close to an element of integration (which happens when many inclusions are closely packed in a model).

If the nodes are grouped together for each inclusion, numbered on one inclusion after another, then a discretized form of the BIE (6) can be written as:

$$
\left\{\begin{array}{c}
\widetilde{\mathbf{u}}_{1}  \tag{15}\\
\tilde{\mathbf{u}}_{2} \\
\vdots \\
\tilde{\mathbf{u}}_{n}
\end{array}\right\}=\left[\begin{array}{cccc}
\tilde{\mathbf{U}}_{11} & \tilde{\mathbf{U}}_{12} & \cdots & \tilde{\mathbf{U}}_{1 n} \\
\tilde{\mathbf{U}}_{21} & \tilde{\mathbf{U}}_{22} & \cdots & \tilde{\mathbf{U}}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{\mathbf{U}}_{n 1} & \widetilde{\mathbf{U}}_{n 2} & \cdots & \tilde{\mathbf{U}}_{n n}
\end{array}\right]\left\{\begin{array}{c}
\tilde{\mathbf{t}}_{1} \\
\tilde{\mathbf{t}}_{2} \\
\vdots \\
\tilde{\mathbf{t}}_{n}
\end{array}\right\}+\left\{\begin{array}{c}
\widetilde{\mathbf{u}}_{1}^{\infty} \\
\tilde{\mathbf{u}}_{2}^{\infty} \\
\vdots \\
\tilde{\mathbf{u}}_{n}^{\infty}
\end{array}\right\},
$$

where $n$ is the total number of inclusions being considered; $\widetilde{\mathbf{u}}_{\alpha}$ and $\widetilde{\mathbf{t}}_{\alpha}$ the nodal displacement and traction vector for inclusion $\alpha$, respectively; $\widetilde{\mathbf{u}}_{\alpha}^{\infty}$ the given remote displacement vector evaluated on inclusion $\alpha$; and $\tilde{\mathbf{U}}_{\alpha \beta}$ the coefficient matrix obtained from the (analytical) integration of the displacement kernel over inclusion $\beta$ when the source point $\mathbf{x}$ is located on inclusion $\alpha$. From Eq. (2), the nodal displacement vector on an inclusion $\alpha$ can be related to the rigid-body translation $\mathbf{d}$ and rotation $\boldsymbol{\omega}$ of that inclusion by the following expression:

$$
\tilde{\mathbf{u}}_{\alpha}=\left\{\begin{array}{c}
\mathbf{u}_{1}  \tag{16}\\
\mathbf{u}_{2} \\
\vdots \\
\mathbf{u}_{m}
\end{array}\right\}=\left[\begin{array}{c}
\mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\vdots \\
\mathbf{a}_{m}
\end{array}\right] \boldsymbol{\varphi}_{\alpha}=\mathbf{A}_{\alpha} \boldsymbol{\varphi}_{\alpha},
$$

in which $\mathbf{u}_{i}$ is the nodal displacement vector at node $i$ (with $m$ being the number of nodes on inclusion $\alpha$ ); $\mathbf{a}_{i}$ the transformation matrix for each node $i$ on inclusion $\alpha$ given by [see Eq. (2)]:

$$
\mathbf{a}_{i}=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & p_{3} & -p_{2}  \tag{17}\\
0 & 1 & 0 & -p_{3} & 0 & p_{1} \\
0 & 0 & 1 & p_{2} & -p_{1} & 0
\end{array}\right],
$$

with $p_{k}$ being the component of the position vector $\mathbf{p}$ for node $i$; and finally in (16), $\boldsymbol{\varphi}_{\alpha}$ is the rigid-body displacement vector for inclusion $\alpha$, defined by:

$$
\boldsymbol{\varphi}_{\alpha}=\left[\begin{array}{llllll}
d_{1} & d_{2} & d_{3} & \omega_{1} & \omega_{2} & \omega_{3} \tag{18}
\end{array}\right]^{T},
$$

for $\alpha=1,2, \ldots, n$. The system of equations (15) is supplemented with the following ones from discretizations of Eqs. (7) and (8) on each inclusion $\alpha$ :

$$
\begin{equation*}
\mathbf{B}_{\alpha} \widetilde{\mathbf{t}}_{\alpha}=\mathbf{0}, \tag{19}
\end{equation*}
$$

for $\alpha=1,2, \ldots, n$, in which $\mathbf{B}_{\alpha}$ is a $6 \times 3 m$ coefficient matrix obtained by evaluating Eqs. (7) and (8) on inclusion $\alpha$.

With results in (16)-(18), the discretized BIE (15) and Eq. (19) can now be combined to provide the following form of the system of equations:

$$
\begin{align*}
& {\left[\begin{array}{cccccccc}
-\tilde{\mathbf{U}}_{11} & -\tilde{\mathbf{U}}_{12} & \cdots & -\tilde{\mathbf{U}}_{1 n} & \mathbf{A}_{1} & \mathbf{0} & \cdots & \mathbf{0} \\
-\widetilde{\mathbf{U}}_{21} & -\widetilde{\mathbf{U}}_{22} & \cdots & -\widetilde{\mathbf{U}}_{2 n} & \mathbf{0} & \mathbf{A}_{2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-\widetilde{\mathbf{U}}_{n 1} & -\widetilde{\mathbf{U}}_{n 2} & \cdots & -\tilde{\mathbf{U}}_{n n} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{A}_{n} \\
\mathbf{B}_{1} & \mathbf{0} & \cdots & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{B}_{2} & \cdots & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{B}_{n} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right]\left\{\begin{array}{c}
\tilde{\mathbf{t}}_{1} \\
\tilde{\mathbf{t}}_{2} \\
\vdots \\
\tilde{\mathbf{t}}_{n} \\
\boldsymbol{\varphi}_{1} \\
\boldsymbol{\varphi}_{2} \\
\vdots \\
\boldsymbol{\varphi}_{n}
\end{array}\right\}} \\
& \quad=\left\{\begin{array}{c}
\widetilde{\mathbf{u}}_{1}^{\infty} \\
\widetilde{\mathbf{u}}_{2}^{\infty} \\
\vdots \\
\tilde{\mathbf{u}}_{n}^{\infty} \\
\mathbf{0} \\
\mathbf{0} \\
\vdots \\
\mathbf{0}
\end{array}\right\} . \tag{20}
\end{align*}
$$

There are $3 N+6 n$ equations in the above system (with $N=m$ $\times n$, being the total number of nodes on all inclusions), which are sufficient for solving the $6 n$ unknown rigid-body displacements and rotations $\left(\boldsymbol{\varphi}_{\alpha}\right)$ of the $n$ inclusions, and the $3 N$ unknown traction components $\left(\widetilde{\mathbf{t}}_{\alpha}\right)$ at the $N$ boundary nodes over all the inclusions. Note that in the above system, the dimension for submatrix $\mathbf{A}_{\alpha}$ is $3 m \times 6$ and for $\mathbf{B}_{\alpha}$ is $6 \times 3 m$. Both are not square matrices (the number of nodes per inclusion $m$ can be large). If all the inclusions are of the same size and shape, and meshed in the same way, then both the submatrices $\mathbf{A}_{\alpha}$ and $\mathbf{B}_{\alpha}$ can be computed only once for all the inclusions.

The iterative solver GMRES is used to solve the system of equations in Eq. (20), in which the multiplication of the (coefficient) matrix and (approximate solution) vector in each iteration are obtained by using the fast multipole method. In the FMM, the maximum depth of the oct-tree structure is below 10 levels. Direct integrations for near field interactions are computed during each iteration and are not stored to save the memory space. As for the preconditioner, we use the following ("diagonal") matrix:

$$
\mathbf{M}=\left[\begin{array}{cccccccc}
-\tilde{\mathbf{U}}_{11} & \mathbf{0} & \cdots & \mathbf{0} & \mathbf{A}_{1} & \mathbf{0} & \cdots & \mathbf{0}  \tag{21}\\
\mathbf{0} & -\tilde{\mathbf{U}}_{22} & \cdots & \mathbf{0} & \mathbf{0} & \mathbf{A}_{2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & -\widetilde{\mathbf{U}}_{n n} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{A}_{n} \\
\mathbf{B}_{1} & \mathbf{0} & \cdots & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{B}_{2} & \cdots & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{B}_{n} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right] .
$$

The system in (20) is right-preconditioned with this matrix. The inverse of $\mathbf{M}$ is easily obtained as:


Fig. 2 A rigid sphere in an infinite elastic domain $V$

$$
{ }^{-1}=\left[\begin{array}{cccccccc}
\mathbf{P}_{1} & \mathbf{0} & \cdots & \mathbf{0} & \mathbf{Q}_{1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{P}_{2} & \cdots & \mathbf{0} & \mathbf{0} & \mathbf{Q}_{2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{P}_{n} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{Q}_{n} \\
\mathbf{R}_{1} & \mathbf{0} & \cdots & \mathbf{0} & \mathbf{S}_{1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{R}_{2} & \cdots & \mathbf{0} & \mathbf{0} & \mathbf{S}_{2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{R}_{n} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{S}_{n}
\end{array}\right],
$$

where

$$
\left[\begin{array}{ll}
\mathbf{P}_{i} & \mathbf{Q}_{i}  \tag{22}\\
\mathbf{R}_{i} & \mathbf{S}_{i}
\end{array}\right]=\left[\begin{array}{cc}
-\widetilde{\mathbf{U}}_{i i} & \mathbf{A}_{i} \\
\mathbf{B}_{i} & \mathbf{0}
\end{array}\right]^{-1}, \quad \text { for inclusion } i=1,2, \ldots, n
$$

Physically speaking, inverting the matrix on the right-hand side of (22) means to solve a rigid-inclusion problem for the whole space just containing one inclusion ( $i$ th one). The inversion in (22) is a small operation which can be carried out efficiently with any direct solver for a matrix equation. With this preconditioning, the upper-right and lower-left submatrices in (20) reduce to zero matrices, while the lower-right submatrix and the block diagonals in the upper-left submatrix are converted into identity matrices. This is essentially equivalent to converting the original integral equation in (6) into another equation of the second kind whose solution is unique. The system thus obtained is well conditioned and the solutions are stable, as shown in the following numerical examples.

## 5 Numerical Examples

The developed fast BEM for the analysis of rigid inclusions is first validated using a test case of a single rigid sphere for which the analytical solution can be found readily. Then, the BEM code is applied to study the fiber-reinforced composites using the rigidinclusion model.
5.1 A Rigid Sphere in an Infinite Elastic Medium. To validate the developed new BIE formulation and its BEM implementation for the study of rigid-inclusion models of fiberreinforced composites, a rigid sphere in an infinite elastic medium is considered first (Fig. 2). The elastic medium containing the rigid sphere is loaded with a far-field triaxial stress $\sigma^{\infty}$. The analytical solution for this axisymmetric problem can be obtained readily using basic elasticity theory [40] or the equivalent inclusion method [41]. The radial displacement, radial and tangential stresses in the elastic domain are found to be:


Fig. 3 A boundary element model of the sphere (with 1944 surface elements)

$$
\begin{align*}
& u_{r}(r)=\frac{(1-2 \nu) \sigma^{\infty}}{E}\left(1-\frac{a^{3}}{r^{3}}\right) r,  \tag{23}\\
& \sigma_{r}(r)=\sigma^{\infty}\left[1+\frac{2(1-2 \nu)}{1+\nu} \frac{a^{3}}{r^{3}}\right],  \tag{24}\\
& \sigma_{\theta}(r)=\sigma^{\infty}\left[1-\frac{1-2 \nu}{1+\nu} \frac{a^{3}}{r^{3}}\right], \tag{25}
\end{align*}
$$

respectively, where $a$ is the radius of the sphere, $E$ the Young's modulus, and $\nu$ the Poisson's ratio of the elastic medium. Note that $u_{r}(a)=0$, which is the result for a rigid sphere.

The convergence of the BEM is studied with several boundary element meshes for the sphere. The finest mesh used (with 1944 elements) is shown in Fig. 3. The radial stress computed by the BEM on the surface is compared with the analytical solution [Eq. (24)] and the relative errors are plotted in Fig. 4 for different meshes with increasing numbers of elements. The error with the coarsest mesh ( 120 elements) is $4.93 \%$, while that with the finest mesh (1944 elements) is $0.19 \%$. The convergence of the BEM results is achieved. The field displacement and stresses within the elastic domain are plotted in Figs. 5 and 6, respectively, for the coarsest mesh ( 120 elements) to deliberately show the errors of the BEM. Even though the results on the surface for this coarse mesh contain a relatively larger error ( $4.93 \%$ for radial stress, Fig. 4), the results inside the domain (away from the surface) are quite good. This is one of the advantages of the BEM approach, which uses integral representation [e.g., Eq. (5)] for this calculation that tends to reduce the errors inside the domain. Note that both the radial and tangential stresses tend to the applied far-field stress $\sigma^{\infty}$, as the distance $r$ from the center of the sphere increases. The
stress contour plot for $\sigma_{x}$ on the surface (boundary of the medium) is given in Fig. 7 for the finest mesh (shown in Fig. 3). The boundary stress field is obtained by using the traction results and averaged at each corner node using results on the surrounding elements. Note the increase of the stress value on the surface (with a stress concentration factor of 1.6154) and its location due to the presence of the rigid sphere in the elastic medium.
The excellent agreement of the BEM results with the analytical solution for this example suggests that the developed new BIE formulation and its BEM implementation are correct and effective. Fiber-reinforced composite materials will be considered next using this rigid-inclusion model and the BEM approach.
5.2 Short-Fiber-Reinforced Composites. Modeling of fiber-reinforced composites using the rigid-inclusion model and the developed BEM is considered in this and next examples. Short fibers in a matrix are more likely to act like rigid rods [18] if their stiffness is more than an order of magnitude higher than that of the matrix. Several representative volume elements containing different numbers of fibers are used to study the interactions of the fibers and to estimate the effective properties of the composites. We limit our attention to short and moderately long fibers in a matrix, where the aspect ratio (length/diameter) of an inclusion is kept below 20. The main purpose of these examples is to show the capabilities and promises of the developed fast BEM in largescale modeling of fiber-reinforced composites. The models studied here are simple and ideal in nature, with more realistic ones being left for future applications.
The RVEs considered in this study are of finite sizes and embedded in an infinite domain with the same material as that of the matrix (cf., similar inclusion models in 2D infinite space reported in Refs. [9-14,16,17]). In this way, the problem can be posed as


Fig. 4 Convergence of the BEM results for surface radial stress $\sigma_{r}(a)$
an infinite domain problem and the structure of Eq. (20) can be preserved. [A RVE model as a finite domain problem can be easily implemented with some modifications of Eq. (20) to consider direct loading on the surfaces of a RVE.] In the current embedded RVE models, a far-field uniaxial tensile stress is applied in the $x$-direction (Fig. 8). To estimate the effective Young's modulus of a composite in one direction (e.g., the fiber or $x$-direction), the displacements and stresses at some surfaces of the RVE, to be called data-collection surfaces (Fig. 8), are computed using Eq. (5) and its gradients, after the traction $\mathbf{t}$ is determined for each rigid inclusion by solving the BIE equations. The effective Young's modulus of the composite is estimated using the displace-
ment and stress results at these data-collection surfaces by the following formula (which ignores the stresses on the lateral surfaces that have been found much smaller in value compared with $\sigma_{x}$ in the cases studied):

$$
\begin{equation*}
E_{\text {eff }}=\frac{\left(\sigma_{x}\right)_{(\text {ave })} L}{\left(\Delta u_{x}\right)_{(\text {ave })}}, \tag{26}
\end{equation*}
$$

where $E_{\text {eff }}$ is the estimated effective Young's modulus of the composite in the $x$-direction (Fig. 8), and the displacement and stress averaged over the data-collection surfaces (Fig. 8) are obtained by:


Fig. 5 Radial displacement ( $\times \sigma^{\infty} a / E$ ) obtained by the BEM model with 120 elements


Fig. 6 Radial and tangential stresses $\left(\times \sigma^{\infty}\right)$ obtained by the BEM model with 120 elements


Fig. 7 Contour plot for stress $\sigma_{x}\left(\times \sigma^{\infty}\right)$ on the surface of the rigid sphere


Fig. 8 A RVE of a short fiber-reinforced composite

$$
\begin{gather*}
\left(\Delta u_{x}\right)_{(\mathrm{ave})}=\left(u_{x}(x=L / 2)\right)_{(\mathrm{ave})}-\left(u_{x}(x=-L / 2)\right)_{(\mathrm{ave})},  \tag{27}\\
\left(\sigma_{x}\right)_{(\mathrm{ave})}=\left[\left(\sigma_{x}(x=L / 2)\right)_{(\mathrm{ave})}+\left(\sigma_{x}(x=-L / 2)\right)_{(\mathrm{ave})}\right] / 2, \tag{28}
\end{gather*}
$$ with $L$ being the length of the RVE in the $x$ direction Fig. 8, the origin of the coordinate system is located at the center of the RVE). In this way, the effective modulus is obtained as the local elastic constant of the volume with inclusions. One may argue that the effective modulus in (26) is an apparent property because it is obtained using an infinite domain that acts as part of the "loading device." Indeed, the effectiveness of this approach with a RVE embedded in the infinite domain needs to be verified with other results and improved RVE models can also be developed. The reader is referred to Sec. 6 for further discussions and an attempt to verify the proposed approach.

A mesh with 456 boundary elements for a short, cylindrical fiber of an aspect ratio equal to 5 (length $=50$ and diameter $=10$ ) is shown in Fig. 9. This mesh is sufficient for obtaining converged results for the estimated effective moduli. The fiber is initially placed at the center of a box of dimensions $100 \times 20 \times 20$ (chosen arbitrarily) and filled with the matrix material. This box is then repeated in the $x$-, $y$-, and $z$-directions to generate the multiplefiber RVE models. Three different distributions and orientations of the fibers are considered. The first case is the uniform distribution of aligned fibers, to be called the uniform case. The second case is a "random" distribution of aligned fibers, where the fibers are still aligned in the $x$-direction, but their locations are shifted randomly


Fig. 9 A BEM mesh used for the short fiber inclusion (with 456 elements)
in the $x$-, $y$-, and $z$-directions to such an extent that each fiber remains in its own box (territory) to avoid contact of the fibers. This case is called the aligned random case. The third case is a "random" distribution and "random" orientation of the fibers. Again the random distribution and (small angle) rotation of a fiber is limited to the extent that it remains in its own box. This case is named the random (or to be more precise, a controlled random) case. In all the cases, the volume fraction of the fiber is $9.16 \%$ based on the dimensions of the RVE and fibers. A Poisson's ratio of 0.3 is used for the matrix.

Figure 10 shows the contour plot of surface stress $\sigma_{x}$ (in the matrix) for the RVE containing 216 "random" short fibers. For each fiber, high stresses occur around the two ends of the fiber, which is consistent with the theory that in the limit as the slender inclusion becomes a rigid line, singularity of stresses will arise at the two tips [9]. Values of these stresses are even higher when two fibers are closer to each other, suggesting closer interactions of the fibers. This stress plot is typical among all the studied RVEs containing $q \times q \times q$ fibers, with $q=2,3,4,6,8,10,12$, and 13 in this example. The largest RVE with 2197 (an array of $13 \times 13 \times 13$ ) "random" fibers is shown in Fig. 11. The total degrees of freedom for the model in Fig. 11 is $3018678(=2197 \times(6+456 \times 3))$.

The normalized Young's moduli ( $E_{\text {eff }} / E_{\text {matrix }}$ ) of the composites, estimated with the three different fiber distributions and orientations using the above mentioned RVEs, are plotted in Fig. 12. The increase of the effective Young's modulus of the composite estimated by the RVEs with uniform distributions of aligned fibers ranges from $28.1 \%$ to $40.8 \%$ (a difference of $45.2 \%$ ) as the number of fibers (or size of the RVEs) increases from 8 to 2197. The values of the modulus in this uniform case increase gradually and tend to a constant value. These results suggest that a RVE with a smaller number of short fibers is inefficient for obtaining the effective properties accurately with Eq. (26) even in the cases with uniform distributions of aligned fibers (without considering the periodic boundary conditions). The estimated increases of the Young's moduli in the aligned random and random cases range from $27.7 \%$ to $46.2 \%$ and oscillate within this range until approaching another constant. Surprisingly, the estimated moduli in the aligned random and random cases are higher for most RVEs than those in the corresponding uniform case. This may suggest that the load transfer may be improved by the "random" distributions of fibers in a short-fiber composite. However, in comparison, the values of the effective moduli are about $30 \%$ lower than those predicted by the theory and BEM (for incompressible materials) reported in Ref. [18] for the same fiber volume fraction and aspect ratio. This may be due to the fact that the fibers in the current models are confined within their own boxes and no "relays" occur in the fiber direction, even in the "random" case, which leads to "weakest-link" regions between two arrays of fibers. While in the models used in Ref. [18], aligned fibers are placed randomly in the RVE and therefore better load transfer are achieved. Further tests on the current BEM can be carried out with more realistic distributions of the fibers.

Figure 13 shows the CPU time used to obtain results in this short-fiber composite example, on a FUJITSU PRIMEPOWER HPC2500 machine (a shared memory machine with 96 CPUs and 384GB memory) and using four CPUs. In this example, no serious attempts have been made to parallelize the code except for the automatic parallelization made by the compiler. Contrary to the traditional BEM where the solution time is of $O\left(N^{3}\right)$ (with $N$ here being the total number of DOFs), the CPU time required for solving a model using the fast multipole BEM is only of $O(N)$ as shown in Fig. 13 (a straight line with the slope close to unity). Furthermore, the memory required for solving a problem also increases linearly with the size of the problem for fast multipole BEM. Also, the number of iterations required to reach the convergence with a tolerance of $10^{-5}$ in using the GMRES is between 5 (for $N=10992$ ) and 7 (for $N=3018678$ ). Therefore, the fast


Fig. 10 Contour plot of surface stresses $\left(\times \sigma^{\infty}\right)$ for a model with 216 "randomly" distributed and oriented short fibers
multipole BEM is much faster and more efficient as compared with the traditional BEM (further discussions and examples can be found in Refs. [21,39]).

These preliminary results in modeling short-fiber-reinforced composites clearly demonstrate the effectiveness and robustness of the developed fast multipole BEM based on the rigid-inclusion model.
5.3 Long-Fiber-Reinforced Composites. Composites reinforced with relatively long fibers, with an aspect ratio of 16 (length $=80$ and diameter $=5$ ), are studied using the developed BEM. Each fiber is discretized using 600 boundary elements and placed in a box of the same dimensions $(100 \times 20 \times 20)$ as in the short-fiber example. This box is then repeated in the $x-, y$-, and $z$-directions to generate RVEs containing $q \times q \times q$ fibers, with $q$


Fig. 11 A RVE containing 2197 short fibers with the total DOF=3 018678


Fig. 12 Estimated effective Young's moduli in the $x$-direction for the composite model with up to 2197 short rigid fibers (fiber volume fraction=9.16\%)
$=2,3,4,6,8,10,12,13,15$, and 18 in this example. The largest model with 5832 fibers and 10532592 DOFs $(5832 \times(6+600$ $\times 3)$ ) is shown in Fig. 14. The fibers are arranged in the so called "random" manner as in the short-fiber RVEs. Again, these are "controlled random" distributions (each fiber within its own box) and orientations (with small rotation angles) of the fibers so that no contact among them occur in the RVEs. The volume fraction of the fiber is $3.85 \%$ for all the long-fiber models in this example. The Poisson's ratio for the matrix is 0.3.

Figure 15 shows the normalized effective Young's moduli ( $E_{\text {eff }} / E_{\text {matrix }}$ ) computed for the composites with the relatively long fibers using the RVEs in the uniform and "random" cases. The increases of the computed effective moduli are about two times higher in these long-fiber cases than those in the short-fiber cases, even though the fiber volume fraction is lower. This is expected since aligned long fibers are better for load transfer in a composite. The increases in the values of the modulus range from $75.9 \%$ to $95.0 \%$ for the uniform case and from $65.4 \%$ to $87.6 \%$ for the


Fig. 13 CPU time used for solving the BEM models for the short-fiber cases


Fig. 14 A RVE containing 5832 long fibers with the total DOF=10 532592
random case. Results for the uniform case increase gradually with the increase of the RVE sizes and tend to a constant value $(95.0 \%)$. The values obtained for the "random" case fluctuate for the smaller RVEs and also approach a constant for the larger RVEs. However, the increases in the "random" case are about 8\% lower than those in the uniform case in this long-fiber example. This suggests that even small misalignment and rotations of long fibers (which are uniformly and closely packed in the fiber direction initially) will offset the enhancement in the stiffness for longfiber composites. The largest RVE model (with 5832 fibers and 10532592 DOFs) can be solved in 3 h and 40 min (wall-clock
time) on the PRIMEPOWER HPC2500 computer using 32 CPUs, with a tolerance of $10^{-5}$ in the solution with GMRES and tenterm expansion in the FMM. The code used for this example was parallelized with minimum efforts using OpenMP and automatic parallelization option of the compiler.

Rapid convergence is achieved in this case also. The number of iterations in solving the preconditioned system using the GMRES iterative solver is between 5 (for $N=14448$ ) and 11 (for $N$ $=10532592$ ) with a tolerance of $10^{-5}$. This shows that the preconditioner in (22) works very well even in problems when the


Fig. 15 Estimated effective Young's moduli in the $x$-direction for the composite model with up to 5832 long rigid fibers (fiber volume fraction=3.85\%)
aspect ratio of the inclusions is as large as 16 . The robustness of the developed BEM for modeling fiber-reinforced composites is demonstrated again by this example which has reached 10 million DOFs for the boundary element method.

## 6 Discussions

The developed fast multipole BEM for the analysis of fiberreinforced composites based on the rigid-inclusion model has been demonstrated to be very effective and efficient for large scale models. Interactions of the fibers, load transfer mechanisms and effective properties of a composite can be investigated readily using the BEM code with different parameters, such as fiber aspect ratios, volume fractions, waviness, distributions, and orientations. However, further studies are needed regarding the effectiveness of the model and method for evaluating the effective properties of the composite materials, since the rigid-inclusion model has some obvious limitations. For example, the effect of the ratio of the Young's modulus of the fiber to that of the matrix for a composite can not be accounted for in the rigid-inclusion model (this ratio is equal to infinity in the rigid model for any matrix material). Although there are a large amount of experimental data and numerous analytical results based on different theories for estimating the effective properties of fiber-reinforced composites, direct comparison of the BEM results with these data was not attempted in this study (except with that in Ref. [18]), because of the wide variations in those data. More realistic models of the fiber-reinforced composites using the rigid or elastic inclusion approaches need to be studied using the developed BEM in future applications.

The boundary integral equation developed for this study, Eq. (6), is essentially an integral equation of the first kind, which, used in its original form, may raise the question of stability and convergence of its solutions when using iterative solvers as in the FMM. Our experience has shown that even for integral equations of the first kind, the FMM BEM, which uses iterative solvers such as GMRES, can still deliver fast converging and stable results with good preconditioners. Our selection of using the right preconditioner in Eq. (22) turns out to be very effective.

The RVE used in this study is of finite size as shown in Fig. 8, that is embedded in an infinite space filled with the matrix material and loaded remotely (cf., again, 2D models in infinite space used in Refs. [9-14,16,17]). This is chosen so that an infinite domain problem can be solved, which is easier to handle concerning the boundary conditions and, in general, converges faster than an interior problem using the FMM. In this infinite domain problem, the displacement and stress fields on the surfaces of the RVE (data-collection surfaces) need to be calculated after the boundary solutions on all the inclusions are obtained with the fast multipole BEM. This calculation of the fields inside the domain takes extra CPU time, which can be substantial for large models, although it can be computed by using the FMM also [30]. An interior problem defined on the finite sized RVE directly can certainly be implemented with some modifications of Eq. (20) and may provide some improvements to the current RVE model. For example, the boundary solutions (displacements and tractions) on the RVE surfaces, which are available after the solution of an interior problem, can be used directly to evaluate the effective properties. A more reliable, and perhaps more elegant, approach for computing the effective modulus is to use FMM for periodic boundary conditions [25]. Our preliminary analysis with the two dimensional Laplace problems [17] shows that the periodic FMM BEM can be implemented easily, and the increase of the CPU time over the ordinary FMM is less than $20 \%$. The effective property obtained with an equivalent formula of (26) and with the periodic FMM did not differ very much. The elastic counterpart of the periodic FMM is now underway.

The rigid-inclusion model for fiber-reinforced composites may have the potential in some very urgent applications, such as modeling of the emerging carbon nanotube (CNT)-based composites
(see, e.g., Refs. [42-45]). The Young's moduli of carbon nanotubes are in general greater than 1 TPa along the tube direction, about two orders higher than those of many matrix materials [43,44]. To model the CNT-based composites, continuum mechanics approaches using the FEM or BEM [46-49] may still be applied if the overall behaviors and properties of the CNT-based composites are to be investigated. However, CNTs are usually produced in different shapes and sizes (for example, being curved, twisted, or bundled), and are difficult to align in a composite. Thus the computational models for such composites may need to contain a much larger number of fibers in a RVE, as compared to those for traditional composites for which the fibers can be aligned easily and distributed uniformly, mainly because of their larger scales. The BEM can model multimaterial problems easily since it uses elements only on boundaries and interfaces of the problem domain. With the fast multipole BEM, the solution time has also been reduced dramatically for large-scale problems. The rigid-inclusion model further simplifies the BEM approach and increases its efficiency in the analysis of some special composite materials, as demonstrated by the examples in the previous section. All these features and new development make the BEM very appealing in large scale analysis of CNT-based composites for estimating their overall mechanical properties. Studies are underway along this line in modeling CNT-based composites by using the developed fast multipole BEM with new interface conditions based on molecular dynamics simulations of CNT-fiber pullout tests.

The work reported in this paper, on using the rigid-inclusion models for analyzing fiber-reinforced composites, is only the first step in the development of a more general FMM BEM for studying such materials and many others. The developed BIE formulation and the FMM BEM can be extended readily for other problems. A FMM BEM solver for general inclusion problems can be developed, where the inclusions can be elastic or rigid, or simply a void. Other RVE models, for example, with periodic boundary conditions, can be implemented as stated above. Interfacing the developed BEM with other methods (such as molecular dynamics) for multiscale analyses of CNT-based composites can also be considered and may present unique advantages over other domainbased methods. Higher-order boundary elements can be applied to further increase the efficiency and accuracy of the BEM. A practical and important development for the BEM code is to develop an improved preprocessor that can generate the boundary element mesh for a RVE containing a large number of truly randomly distributed and oriented fibers, including curved ones, so that more realistic models of composites can be analyzed based on real experimental or fabrication parameters. Finally, full parallelization of the BEM code can be implemented to further increase the robustness of the developed fast multipole BEM for even larger models based, eventually, directly on scanned 3D models of composite material samples.

## 7 Conclusion

A new boundary integral equation formulation for the analysis of an elastic medium containing rigid inclusions is derived in this paper. This new BIE contains only the weakly-singular displacement kernel from the fundamental solution and thus is much more efficient to solve than the traditional singular BIE. The fast multipole boundary element method is employed to solve this new BIE. The developed BIE formulation and FMM BEM code are found to be very stable and the results converge in about 10 iterations for a tolerance of $10^{-5}$ with the preconditioned GMRES. The numerical results for a spherical rigid inclusion in an elastic domain match very closely with the analytical solution. Short- and moderately long-fiber-reinforced composites are investigated using the developed BEM and their effective Young's moduli are estimated using the BEM displacement and stress results for the representative volume elements. The largest model studied contains more than 5800 fibers and has the total degrees of freedom
over 10 millions. These preliminary results clearly demonstrate the effectiveness, efficiency and promises of the developed fast multipole BEM for studying fiber-reinforced composites, when the fibers are much stiffer than the matrix material.
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# Rayleigh Waves Generated by a Thermal Source: A ThreeDimensional Transient Thermoelasticity Solution 


#### Abstract

A three-dimensional transient thermoelastic solution is obtained for Rayleigh-type disturbances propagating on the surface of a half-space. These surface waves are generated by either a buried or surface thermal source, which has the form of a concentrated heat flux applied impulsively. In an effort to model this problem as realistically as possible, the half-space material is taken to respond according to Biot's fully coupled thermoelasticity. The problem has relevance to situations involving heat generation due to: (i) laser action (impulsive electromagnetic radiation) on a surface target, (ii) underground nuclear activity, and (iii) friction developed during underground fault motions related to seismic activity. The problem was attacked with unilateral and double bilateral Laplace transforms, which suppress, respectively, the time variable and two of the space variables. The Rayleigh wave contribution is obtained as a closed-form expression by utilizing asymptotics, complex-variable theory and certain results for Bessel functions. The dependence of the normal displacement associated with the Rayleigh wave upon the distance from the source epicenter and the distance from the wavefront is also determined.
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## 1 Introduction

A class of interesting problems of thermomechanical wave motions arises from the action of a thermal source in a conducting and deformable body. The source can be situated either on the surface or inside the medium (buried source). Typical problems of this class involve: (i) laser action (impulsive electromagnetic radiation) on a surface target (see e.g. Morland [1], Sve and Miklowitz [2], Bechtel [3], Hetnarski and Ignaczak [4], and Royer and Chenu [5]), (ii) underground nuclear activity (see e.g., Bullen and Bolt [6]), and (iii) friction developed during underground fault motions related to seismic activity (see e.g., Kanamori et al. [7]). In many cases, these problems can be viewed as a threedimensional (3D) situation involving a thermoelastic half-space under either a surface or buried heat source. This situation is studied here by employing the coupled inertial thermoelasticity theory of Biot [8] (see also Achenbach [9]). In particular, we focus attention on the surface disturbance of the Rayleigh-type and provide a closed-form expression for the associated displacement field. Indeed, past experience with pure mechanical (i.e., without any thermal effects) versions of the present problem indicates that the Rayleigh-wave disturbance is the dominant one over the surface after a certain time (see e.g., the 2D analysis of Garvin [10] involving a buried dilatational source in a half-plane and the 3D analysis of Pekeris and Lifson [11] involving a buried concentrated vertical force in a half-space).

We should mention that a recent study by the present authors and Brock (Lykotrafitis, Georgiadis, and Brock [12]) dealt with

[^15]the same problem studied here and provided an evaluation of the complete field at the surface. This field comprises thermoelastic dilatational and Rayleigh waves, and elastic shear waves. However, the latter study relies much upon numerical analysis (involving numerical wavenumber integrations and numerical Laplacetransform inversions) and does not furnish an analytical expression for the evaluation of the surface displacements. Instead, our aim here is to provide a simple closed-form expression for the Rayleigh-wave disturbance without using any special numerical technique. This was made possible by using asymptotics and certain results of complex-variable theory and Bessel functions in addition to the basic integral-transform analysis of Ref. [12]. The key idea used is making explicit the appearance of Rayleigh-wave poles by obtaining an approximate form of the Rayleigh function that exhibits no dispersion but still depends upon the thermoelastic constants. Notably, this approximate form is numerically very close to the exact one giving therefore very accurate results.
It should be mentioned that most of the studies published before on wave propagation induced by sudden heating model the problems as one-dimensional (see e.g., Boley and Tolins [13], and Hetnarski and Ignaczak [14]), employ uncoupled thermoelasticity (see e.g., Sve and Miklowitz [2]) or treat only infinite domains, i.e., full spaces (see e.g., Predeleanu [15], Fleurier and Predeleanu [16], Sharp and Crouch [17], and Manolis and Beskos [18,19]). Also, some of the aforementioned works consider the special case of a time-harmonic response. On the contrary, the present study aims at a more realistic formulation of these problems and is therefore based on the transient coupled inertial thermoelasticity, while it treats a three-dimensional problem in a half-space domain. Notice that the relevance of the constitutive theory used here to thermal-shock problems-particularly the importance of inertial and thermal-coupling effects-was shown in the studies of Hetnarski [20], Boley and Tolins [13], Sternberg and Chakravorty [21,22], and Francis [23]. More recent work employing this theory in transient problems of wave propagation and fracture was
done by, among others, Atkinson and Craster [24], Brock [25], Brock, Rodgers and Georgiadis [26], Brock and Georgiadis [27], Georgiadis, Brock, and Rigatos [28], and Georgiadis, Rigatos, and Brock [29]. Finally, within the context of a different theory, namely inertialess and uncoupled thermoelasticity, solutions for thermally activated surface displacements in a half-space were obtained by Barber [30] and Barber and Martin-Moran [31].

## 2 Problem Statement

Consider a 3D body in the form of a half-space $z>-H$ (see Fig. 1) which is both thermally conducting and deformable. The body is initially at rest and at uniform temperature $\widetilde{T}_{0}$. At time $t$ $=0$, a thermal source acts at a point situated at a depth $H$ below the surface. This point of the half-space is taken as the origin of the Cartesian coordinate system $(x, y, z)$. A concentrated thermal source having an impulsive time variation is assumed, with the understanding that the solution of this problem (Green's function or fundamental solution) can be integrated in space and time to give then the solution for any general thermal loading. Also, the source has an intensity $K Q$, where $K$ is the thermal conductivity with dimensions of (power)(length) ${ }^{-1}\left({ }^{\circ} \mathrm{C}\right)^{-1},{ }^{\circ} \mathrm{C}$ means degrees of temperature and $Q$ is a multiplier expressed in $\left({ }^{\circ} \mathrm{C}\right)$ (length)(time).

Then, according to the linear, isotropic, inertial coupled thermoelasticity theory (Biot [8], Achenbach [9], Chadwick [32], and Carlson [33]), the governing equations for this problem are written as

$$
\begin{gather*}
\boldsymbol{\sigma}=\mu(\nabla \mathbf{u}+\mathbf{u} \nabla)+\lambda(\nabla \cdot \mathbf{u}) \mathbf{1}-\kappa_{0}(3 \lambda+2 \mu) \theta \mathbf{1},  \tag{1}\\
\mathbf{q}=-K \nabla \theta,  \tag{2}\\
\mu \nabla^{2} \mathbf{u}+(\lambda+\mu) \nabla(\nabla \cdot \mathbf{u})-\kappa_{0}(3 \lambda+2 \mu) \nabla \theta=\rho \frac{\partial^{2} \mathbf{u}}{\partial t^{2}},  \tag{3}\\
K \nabla^{2} \theta-\rho c_{v} \frac{\partial \theta}{\partial t}-\kappa_{0}(3 \lambda+2 \mu) \widetilde{T}_{0} \frac{\partial(\nabla \cdot \mathbf{u})}{\partial t} \\
+K Q \cdot \delta(t) \cdot \delta(x) \cdot \delta(y) \cdot \delta(z)=0, \tag{4}
\end{gather*}
$$

where (1) is the Neumann-Duhamel law, (2) is the heatconduction Fourier law, (3) is the displacement-temperature equation of motion, and (4) is the coupled heat equation. Also, in the above equations, $\boldsymbol{\sigma}$ is the stress tensor, $\mathbf{u}$ is the displacement


Fig. 1 A thermally conducting and deformable body in the form of 3D half-space under the action of a buried ( $\mathbf{H} \neq \mathbf{0}$ ) or surface ( $H=0$ ) heat source
vector, $\theta=\widetilde{T}-\widetilde{T}_{0}$ is the change in temperature, $\widetilde{T}$ is the current temperature, $\widetilde{T}_{0}$ is the initial temperature, $\mathbf{q}$ is the heat-flux vector, $(\lambda, \mu)$ are the Lame constants, $\kappa_{0}$ is the coefficient of linear expansion, $\rho$ is the mass density, $c_{v}$ is the specific heat at constant deformation, $\delta()$ is the Dirac delta distribution, $\mathbf{1}$ is the identity tensor, $\nabla$ is the gradient operator, and $\nabla^{2}=\left(\partial^{2} / \partial x^{2}\right)+\left(\partial^{2} / \partial y^{2}\right)$ $+\left(\partial^{2} / \partial z^{2}\right)$ is the Laplace operator. All field quantities above are functions of $(x, y, z, t)$.

In addition, zero initial conditions are taken, i.e.

$$
\begin{align*}
\mathbf{u}= & \partial \mathbf{u} / \partial t=\theta=0 \text { for } t \leqslant 0 \text { in }(-\infty<x<\infty,-\infty<y<\infty, \\
& -H<z<\infty), \tag{5}
\end{align*}
$$

and we also assume that the half-space surface $z=-H$ is traction free and insulated (i.e., no heat is conducted through the halfspace surface and air). Finally, the pertinent finiteness conditions at remote regions (Ignaczak and Nowacki [34]) state that the field at infinity remains bounded although temperature signals travelaccording to Biot's theory-at an infinite speed.

The objective of the present work is to determine the vertical displacement at the surface for the problem described by Eqs. (1)-(5). The solution of this problem is greatly facilitated by removing the source term in (4) and considering this term as a discontinuity along an imagined plane at $z=0$. This strategy was introduced first by Pekeris [35] (see also Miklowitz [36]) in treating the pure mechanical problem of a half-space under a buried vertical force. Considering thus an imaginary plane along $z=0$ that separates the original half-space into the half-space $0<z$ $<\infty$ (region 1 in Fig. 1) and the strip $-H<z<0$ (region 2 in Fig. 1), we write the pertinent continuity and discontinuity conditions at $z=0$ along with the standard boundary conditions at $z=-H$

$$
\begin{gather*}
\mathbf{u}^{(1)}(x, y, 0, t)=\mathbf{u}^{(2)}(x, y, 0, t),  \tag{6a}\\
\theta^{(1)}(x, y, 0, t)=\theta^{(2)}(x, y, 0, t),  \tag{6b}\\
\sigma_{z j}^{(1)}(x, y, 0, t)=\sigma_{z j}^{(2)}(x, y, 0, t),  \tag{6c}\\
\frac{\partial \theta^{(1)}(x, y, 0, t)}{\partial z}-\frac{\partial \theta^{(2)}(x, y, 0, t)}{\partial z}=Q \cdot \delta(t) \cdot \delta(x) \cdot \delta(y),  \tag{6d}\\
\sigma_{z j}(x, y,-H, t)=0,  \tag{7a}\\
\frac{\partial \theta(x, y,-H, t)}{\partial z}=0, \tag{7b}
\end{gather*}
$$

where $-\infty<x<\infty,-\infty<y<\infty,(j=x, y, z)$, and the superscript in parentheses 1 or 2 attached to a field quantity means that the plane $z=0$ is approached as $z \rightarrow 0^{+}$or $z \rightarrow 0^{-}$, respectively.

In this way, the original problem (1)-(5) and (7) is equivalent to the problem described by (1)-(3) and (5)-(7) and with the equation $K \nabla^{2} \theta-\rho c_{v}(\partial \theta / \partial t)-\kappa_{0}(3 \lambda+2 \mu) \widetilde{T}_{0}(\partial(\nabla \cdot \mathbf{u}) / \partial t)=0$ replacing now Eq. (4). Further, a convenient normalization is performed allowing the two field equations of the problem [i.e., Eqs. (3) and (4) with no source terms] to take the form

$$
\begin{gather*}
\nabla^{2} \mathbf{u}+\left(m^{2}-1\right) \nabla \Delta+\kappa \nabla \theta-m^{2} \frac{\partial^{2} \mathbf{u}}{\partial s^{2}}=0,  \tag{8}\\
\frac{\kappa}{m^{2}} \nabla^{2} \theta-\frac{\kappa}{h m^{2}} \frac{\partial \theta}{\partial s}+\frac{\varepsilon}{h} \frac{\partial \Delta}{\partial s}=0 \tag{9}
\end{gather*}
$$

where $s=V_{1} t$ is the normalized time (with dimension of length),-
$V_{1}=[(\lambda+2 \mu) / \rho]^{1 / 2}$ is the dilatational-wave velocity in the $a b$ sence of thermal effects (i.e., within the "pure" mechanical theory), $\kappa=-\kappa_{0}(3 \lambda+2 \mu) / \mu=\kappa_{0}\left(4-3 m^{2}\right)<0$ is the normalized coefficient of linear expansion, $\varepsilon=\left(\widetilde{T}_{0} / c_{v}\right)\left(\kappa V_{2} / m\right)^{2}$ is the dimensionless coupling coefficient, $h=\left(K V_{2} / \mu m c_{v}\right)$ is the thermoelastic characteristic length, $V_{2}=(\mu / \rho)^{1 / 2}$ is the shear-wave velocity, $m=V_{1} / V_{2}>1$, and $\Delta=\nabla \cdot \mathbf{u}$ is the dilatation. As regards the range of numerical values that $\varepsilon$ and $h$ take on, for most materials the characteristic length is very small [typically $h$ $=O\left(10^{-10} \mathrm{~m}\right)$, see, e.g., Chadwick [32]] but the coupling coefficient can be as high as $\varepsilon=O\left(10^{-1}\right)$ (e.g., $\varepsilon=0.36$ for Polycarbonate at $\widetilde{T}_{0}=40^{\circ} \mathrm{C}$ ). The fact that $h$ is very small with respect to $s$ for a rather wide time-range will be conveniently utilized in the ensuing analysis.

## 3 Basic Integral-Transform Analysis

This section essentially reproduces relevant material from our recent related work (Lykotrafitis, Georgiadis, and Brock [12]). This material is briefly presented here for the sake of completeness and because of the need to introduce certain definitions. It is also emphasized that although the form of conditions (6) and (7) suggest existence of an axisymmetric field, the basic integraltransform analysis presented here is appropriate for more general nonaxisymmetric situations. This is why we do not use the Hankel transform below. Certainly, the fact that we deal with an axisymmetric field in our specific problem will emerge in the course of solving the problem.

The dependence of the problem on the variables $(x, y, s)$ is suppressed through the use of multiple Laplace transforms (see e.g., van der Pol and Bremmer [37], and Carrier et al. [38]). The unilateral transform pair (direct and inverse transform) is defined as

$$
\begin{equation*}
\Phi(x, y, z, p)=\int_{0}^{\infty} \varphi(x, y, z, s) \cdot e^{-p s} d s \tag{10a}
\end{equation*}
$$

$$
\begin{equation*}
\varphi(x, y, z, s)=(1 / 2 \pi \mathrm{i}) \int_{\Gamma_{1}} \Phi(x, y, z, p) \cdot e^{p s} d p \tag{10b}
\end{equation*}
$$

and the direct transform suppresses the timelike variable $s$. The double bilateral transform pair is defined as

$$
\begin{gather*}
\Phi^{*}(q, w, z, p)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi(x, y, z, p) \cdot e^{-p(q x+w y)} d x d y  \tag{11a}\\
\Phi(x, y, z, p)=(p / 2 \pi \mathrm{i})^{2} \int_{\Gamma_{2}} \int_{\Gamma_{3}} \Phi^{*}(q, w, z, p) \cdot e^{p(q x+w y)} d q d w, \tag{11b}
\end{gather*}
$$

and the direct transform suppresses the space variables $(x, y)$. In what follows, we save a capital letter for the unilateral direct transform, whereas the double bilateral direct transform is denoted by an asterisk. It is also noticed that (van der Pol and Bremmer [37]): (1) Because of Lerch's theorem for the uniqueness of unilateral Laplace transforms and because of the existence of Widder's inversion formula for real $p$, it is sufficient to view $\Phi(x, y, z, p)$ as a function of a real variable $p$ over some segment of the real axis in the half-plane of analyticity. Once $\Phi(x, y, z, p)$ is determined as an explicit function of $p$ in the course of solving the transformed differential equations, its definition can be extended to the whole complex $p$-plane, except for isolated singular points, through analytic continuation. (2) The variables $q$ and $w$ should be treated as complex. (3) The integration path $\Gamma_{j}$, with ( $j=1,2,3$ ), is a line parallel to the imaginary axis in the associated transform plane and lies within the region of analyticity.

Applying now (10a) and (11a) to the governing equations (1), (8), and (9), and considering (5) yields the following general expressions for the transformed temperature change, displacements and stresses (details of this procedure are given in Appendix A of Ref. [12]). These expressions are, of course, different in the regions 1 and 2 of the original half-space.
(a) Region $1(0<z<\infty)$ :

$$
\left[\begin{array}{c}
\frac{\kappa}{m^{2}} \Theta^{*}  \tag{12}\\
p U_{x}^{*} \\
p U_{y}^{*} \\
p U_{z}^{*} \\
\frac{1}{\mu} \Sigma_{x y}^{*} \\
\frac{1}{\mu} \Sigma_{x z}^{*} \\
\frac{1}{\mu} \Sigma_{y z}^{*} \\
\frac{1}{\mu} \Sigma_{x x}^{*} \\
\frac{1}{\mu} \Sigma_{y y}^{*} \\
\frac{1}{\mu} \Sigma_{z z}^{*}
\end{array}\right]=\left[\begin{array}{cccccccc}
M_{+} & M_{-} & 0 & 0 & 0 & 0 & 0 & 0 \\
-q & -q & 1 & 0 & 0 & 0 & 0 & 0 \\
-w & -w & 0 & 1 & 0 & 0 & 0 & 0 \\
a_{+} & a_{-} & \frac{q}{\beta} & \frac{w}{\beta} & 0 & 0 & 0 & 0 \\
-2 q w & -2 q w & w & q & 0 & 0 & 0 & 0 \\
2 q a_{+} & 2 q a_{-} & -\frac{T_{w}}{\beta} & \frac{w q}{\beta} & 0 & 0 & 0 & 0 \\
2 w a_{+} & 2 w a_{-} & \frac{w q}{\beta} & -\frac{T_{q}}{\beta} & 0 & 0 & 0 & 0 \\
T_{w+} & T_{w-} & 2 q & 0 & 0 & 0 & 0 & 0 \\
T_{q+} & T_{q-} & 0 & 2 w & 0 & 0 & 0 & 0 \\
-T & -T & -2 q & -2 w & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
X_{1} e^{-p a_{+} z} \\
X_{2} e^{-p a_{-} z} \\
X_{3} e^{-p \beta z} \\
X_{4} e^{-p \beta z} \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

(b) Region $2(-H<z<0)$ :
where $\Theta^{*}$ is the multiply-transformed change in temperature, and $\left(U_{x}^{*}, U_{y}^{*}, U_{z}^{*}\right)$ and $\left(\Sigma_{x y}^{*}, \Sigma_{x z}^{*}, \ldots, \Sigma_{z z}^{*}\right)$ are the multiplytransformed components of, respectively, the displacement vector and the stress tensor. We should also notice that solution (12) is bounded at $z \rightarrow \infty$ appropriately satisfying thus the finiteness conditions, whereas such constraints need not be imposed on solution (13). In the above equations, the yet unknown $X_{1}, X_{2}, \ldots, X_{12}$ are arbitrary functions of $(q, w, p)$ which have to be determined from the boundary conditions in each specific problem. Also, the following definitions are employed in (12) and (13):

$$
\begin{gather*}
a_{ \pm}=\left(m_{ \pm}^{2}-q^{2}-w^{2}\right)^{1 / 2},  \tag{14a}\\
\beta=\left(m^{2}-q^{2}-w^{2}\right)^{1 / 2}  \tag{14b}\\
m_{ \pm}=\frac{1}{2}\left[\left(1+\frac{1}{(h p)^{1 / 2}}\right)^{2}+\frac{\varepsilon}{h p}\right]^{1 / 2} \pm \frac{1}{2}\left[\left(1-\frac{1}{(h p)^{1 / 2}}\right)^{2}+\frac{\varepsilon}{h p}\right]^{1 / 2}, \tag{15}
\end{gather*}
$$

$$
\begin{gather*}
M_{ \pm}=m_{ \pm}^{2}-1,  \tag{16}\\
T=2 \beta^{2}-m^{2}=m^{2}-2\left(q^{2}+w^{2}\right),  \tag{17a}\\
T_{ \pm}=2 a_{ \pm}^{2}-m^{2}  \tag{17b}\\
T_{q \pm}=T_{ \pm}+2 q^{2},  \tag{18a}\\
T_{w \pm}=T_{ \pm}+2 w^{2}  \tag{18b}\\
T_{q}=T+q^{2},  \tag{19a}\\
T_{w}=T+w^{2} . \tag{19b}
\end{gather*}
$$

Further, a new complex variable $\zeta$ is defined through $\zeta^{2}=q^{2}$ $+w^{2}$ allowing the placement of necessary branch cuts for the functions $\quad a_{ \pm} \equiv a_{ \pm}(\zeta, p)=\left(m_{ \pm}^{2}-\zeta^{2}\right)^{1 / 2} \quad$ and $\quad \beta \equiv \beta(\zeta)=\left(m^{2}\right.$ $\left.-\zeta^{2}\right)^{1 / 2}$. These restrictions in the $\zeta$-plane are in accord with the chosen solution forms in (12) and (13). For the representative case of $\beta(\zeta)$, Fig. 2 depicts these branch cuts (the cuts are situated outwards with respect to the origin $\zeta=0$-a similar situation exists for the functions $\left.a_{ \pm}(\zeta, p)\right)$. In this way, it is $\operatorname{Re} a_{+} \geqslant 0, \operatorname{Re} a_{-}$ $\geqslant 0$, and $\operatorname{Re} \beta \geqslant 0$ in the cut plane. Also, we record here the two possible arrangements of $m_{+}, m_{-}$, and $m$ with respect to their magnitude. This information in conjunction with the placement of
branch cuts will enable the proper definition of the regions of analyticity of various functions appearing in the analysis.

The quantities $m_{+}$and $m_{-}$are $p$-dependent (recall that $p$ is real and non-negative), whereas $m$ is constant. From their definitions, the following inequalities follow:

$$
\begin{align*}
& m_{-}<m_{+}<m \text { for } h p>\frac{m^{2}(1+\varepsilon)-1}{m^{2}\left(m^{2}-1\right)}  \tag{20a}\\
& m_{-}<m<m_{+} \text {for } h p<\frac{m^{2}(1+\varepsilon)-1}{m^{2}\left(m^{2}-1\right)} \tag{20b}
\end{align*}
$$

In addition, useful approximations for the quantities $m_{+}$and $m_{-}$can be obtained from (15) by taking $s \rightarrow(1 / p)$, when $s$ is very small or very large, and by performing series expansion and keeping the dominant terms (see e.g., Carrier et al. [38] for similar procedures). The following approximate forms considerably simplify unilateral Laplace transform inversions

$$
\begin{gather*}
m_{+} \cong 1 \quad \text { and } \quad m_{-} \cong \frac{1}{(h p)^{1 / 2}} \text { for } \frac{s}{h} \ll 1  \tag{21a}\\
m_{+} \cong\left(\frac{1+\varepsilon}{h p}\right)^{1 / 2} \quad \text { and } \quad m_{-} \cong \frac{1}{(1+\varepsilon)^{1 / 2}} \quad \text { for } \frac{s}{h} \gtrdot 1 \tag{21b}
\end{gather*}
$$

Notice that validity of $(20 a)$ or (20b) is necessary but not sufficient for, respectively, the validity of $(21 a)$ or (21b).

Finally, it turns out that the case in (20a) is rather impractical since it corresponds to an extremely small initial time interval of the process, which for most conducting materials is $t$ $<O\left(10^{-13} \mathrm{~s}\right)$. This is found by taking $s \rightarrow(1 / p)$ for very small $s$ (i.e., for very small time). In the present study, information is needed generally for longer times so we shall focus interest only on the case (20b) and employ (21b) appropriately. Any case with, say, $(s / h) \geqslant 100$ leads to a reasonable approximation for $m_{ \pm}$. The results in (21b) are indeed robust because the normalized time is scaled by an extremely small length (the thermoelastic characteristic length).

Now, transforming via (10a) and (11a) the continuity/ discontinuity conditions (6) and the boundary conditions (7), in view also of the general transformed solutions (12) and (13), leads to a linear algebraic system of 12 equations in the 12 unknown


Fig. 2 Branch cuts for the function $\beta(\zeta) \equiv\left(m^{2}-\zeta^{2}\right)^{1 / 2}$ in the complex $\zeta$-plane. Similar branch cuts, emanating from the points $m_{ \pm}(p)$, are also introduced for the functions $a_{ \pm}(\zeta)$ $\equiv\left(\boldsymbol{m}_{ \pm}^{2}-\zeta^{2}\right)^{1 / 2}$.
$X_{1}, X_{2}, \ldots, X_{12}$. Obviously, an exact (i.e., symbolical and not numerical) solution to the system is sought here and this was made possible by using MATHEMATICA ${ }^{\mathrm{TM}}$. The expressions for $X_{1}, X_{2}, \ldots, X_{12}$ are given in Appendix A.

Having available the solution $\left(X_{1}, X_{2}, \ldots, X_{12}\right)$ and therefore, by (12) and (13), the general expressions for the double transformed temperature, displacements and stresses allows determining the field quantities at any point of the original space and at any time instant through successive inversions of the type (11b) and (10b). However, we emphasize at this point that a treatment employing the Cagniard-deHoop technique $[9,36,39]$ to accomplish the transform inversions in an exact manner seems to be impossible due to the very complicated multiple transformed solution in the present problem. In the simpler buried-source problems of non-thermal type such a difficulty was not met and the CagniarddeHoop technique had successfully been applied (see e.g., Pekeris [35], Garvin [40], and Payton [41]). Indeed, we note that, after the appropriate contour integration involved in the Cagniard-deHoop technique, the integrand in the semi-infinite branch-line integration is still $p$-dependent and, therefore, the unilateral transform inversion is impossible to be carried out exactly through the standard inspection procedure. For more details on this difficulty, we refer to the work by Georgiadis et al. [29], who treated the counterpart 2D problem and employed an approximation at a similar point of the analysis. Their asymptotic approach is, however, different than that employed here (see Sec. 4 below).

We close the presentation of the basic integral-transform analysis by noticing that if, instead of $\delta(t)$, a general dependence from time of the thermal loading in (4) is to be considered (denoted by an arbitrary function $g(t)$ ), then the quantity $Q$ in the equations of Appendix A has to be replaced by $\left(Q / V_{1}\right) \cdot G(p)$, where $G(p)$ denotes the unilateral Laplace transform of the function $g\left(\left(s / V_{1}\right) \equiv t\right)$.

## 4 Transformed Solution and Asymptotic Considerations

In what follows, we focus attention on the evaluation of the vertical displacement at the surface $u_{z}(x, y, z=-H, t)$. In view of the previous results, the multiply transformed displacement $U_{z}^{*}(q, w, z=-H, p) \equiv U_{z}^{*}(\zeta, z=-H, p)$ is given by

$$
\begin{equation*}
U_{z}^{*}(\zeta, z=-H, p)=\kappa Q V_{1} \frac{T}{p^{2}} \frac{a_{+} e^{-a_{-} p H}-a_{-} e^{-a_{+} p H}}{D(\zeta, p)}, \tag{22}
\end{equation*}
$$

where the functions $a_{+}(\zeta, p)$ and $a_{-}(\zeta, p)$, and the complex variable $\zeta$ have been defined before. Also, from (17a) and the definition of $\zeta$, it is $T=m^{2}-2 \zeta^{2}$. One may notice that the very definition of the variable $\zeta$ and the form of $U_{z}^{*}$ in (22) exhibit the
axisymmetric nature of the problem, a fact that will become evident in the ensuing procedure. Finally, of central importance to the solution for the surface disturbances is the function $D$, which is associated with waves of Rayleigh type. This is given as

$$
\begin{equation*}
D \equiv D(\zeta, p)=a_{-} M_{-} R_{+}-a_{+} M_{+} R_{-}, \tag{23}
\end{equation*}
$$

where the functions

$$
\begin{align*}
& R_{+} \equiv R_{+}(\zeta, p)=4 \zeta^{2} a_{+} \beta+T^{2},  \tag{24a}\\
& R_{-} \equiv R_{-}(\zeta, p)=4 \zeta^{2} a_{-} \beta+T^{2}, \tag{24b}
\end{align*}
$$

can be identified as the thermoelastic counterparts of the nonthermal pure-elastic Rayleigh function (transformed function), which is given as $R^{\text {elastic }}=4 \zeta^{2} a \beta+T^{2}$, with $a \equiv a(\zeta)=\left(1-\zeta^{2}\right)^{1 / 2}$ and $\beta \equiv \beta(\zeta)$ given as before (see e.g., Achenbach [9], Miklowitz [36]). Contrary to the latter case, $R_{+}$and $R_{-}$exhibit a $p$-dependence showing therefore that the thermoelastic Rayleigh waves in the physical space/time domain are dispersive. However, it was shown in the study of Georgiadis, Brock, and Rigatos [28] that generally the thermoelastic Rayleigh-wave velocity varies only slightly with time, a result explained in view of the fact that while there is a strong shear contribution (which remains unaffected by thermal effects) to the Rayleigh waves, the dilatational part of them is very weak (see e.g., Viktorov [42]). We will take advantage of this result immediately initiating the asymptotic considerations to obtain $u_{z}(x, y, z=-H, t)$.
It will be shown, indeed, that the function $D$ can be expressed in terms of an approximate Rayleigh function that exhibits no dispersion (i.e., this Rayleigh function does not contain the time transform variable $p$ ) but still depends on the coupling constant $\varepsilon$. The approximate form of the function $D$ itself will exhibit dependence upon the thermoelastic constants $(\varepsilon, h)$ and the transform variables ( $\zeta, p$ ). First, one may write from (23) and (24) the following expression for the function $\left(D / a_{+}\right)$:

$$
\begin{equation*}
\frac{D}{a_{+}}=4 \zeta^{2} a_{-} \beta M_{+}\left(\frac{M_{-}}{M_{+}}-1\right)+T^{2} M_{+}\left(\frac{a_{-} M_{-}}{a_{+} M_{+}}-1\right) \tag{25}
\end{equation*}
$$

Now, the terms $\left(M_{-} / M_{+}\right)$and $\left[\left(a_{-} M_{-}\right) /\left(a_{+} M_{+}\right)\right]$in the above expression, in view of (14a) and (16), are written as

$$
\begin{equation*}
\frac{M_{-}}{M_{+}}=\frac{m_{-}^{2}-1}{m_{+}^{2}-1} \tag{26a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{a_{-} M_{-}}{a_{+} M_{+}}=\frac{\left(m_{-}^{2}-\zeta^{2}\right)^{1 / 2}}{\left(m_{+}^{2}-\zeta^{2}\right)^{1 / 2}} \frac{m_{-}^{2}-1}{m_{+}^{2}-1} \tag{26b}
\end{equation*}
$$

Further, when $(s / h) \gg 1$, use of the expressions for $m_{+}$and $m_{-}$in either (15) or (21b) lead to the results

$$
\begin{equation*}
\left|\frac{M_{-}}{M_{+}}\right| \ll 1 \tag{27a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{a_{-} M_{-}}{a_{+} M_{+}}\right| \ll 1 . \tag{27b}
\end{equation*}
$$

To give a numerical estimate, we obtain values of the ratio $\left[\left(a_{-} M_{-}\right) /\left(a_{+} M_{+}\right)\right]$for different $p$ 's (recall that $p$ is the time Laplace-transform variable). The constants of a model material utilized in the present study to derive numerical results (see Sec. 6 below) are employed. These constants are $\varepsilon=0.011, h=1.864$ $\times 10^{-9} \mathrm{~m}$, and Poisson's ratio $\nu=0.3$ [which gives a ratio of wave velocities $m \equiv\left(V_{1} / V_{2}\right)=1.8708$ ]. Also, we take $\zeta=\zeta_{R}$, which is the value corresponding to the arrival of the Rayleigh wavefront-see Eq. (36) below and which for the model material is calculated to be $\zeta_{R}=2.0162$. Then, the following values of the ratio in question are obtained:

$$
\begin{array}{ll}
{\left[\left(a_{-} M_{-}\right) /\left(a_{+} M_{+}\right)\right]=-1.73840 \times 10^{-11}} & \text { for } p=10^{2}, \\
{\left[\left(a_{-} M_{-}\right) /\left(a_{+} M_{+}\right)\right]=-1.51502 \times 10^{-15}} & \text { for } p=10^{0}, \\
{\left[\left(a_{-} M_{-}\right) /\left(a_{+} M_{+}\right)\right]=-4.79091 \times 10^{-23}} & \text { for } p=10^{-5},
\end{array}
$$

which clearly show that for increasing time (i.e., decreasing $p$ ) the ratio rapidly diminishes and can practically be taken equal to zero. The same applies to the ratio ( $M_{-} / M_{+}$) as well.

Then, (27) allow writing (25) under the following approximate form:

$$
\begin{equation*}
\frac{D}{a_{+}}=-M_{+}\left(4 \zeta^{2} a_{-} \beta+T^{2}\right) \tag{28}
\end{equation*}
$$

and, since $m_{+} \gg 1$ for $(s / h) \gtrdot 1$, one may further obtain in view of (16)

$$
\begin{equation*}
\frac{D}{a_{+}}=-m_{+}^{2}\left(4 \zeta^{2} a_{-} \beta+T^{2}\right), \tag{29}
\end{equation*}
$$

where in the last two expressions and, also, in what follows the quantities $m_{+}$and $m_{-}$assume the forms [taken from (21b)]

$$
\begin{align*}
& m_{+}=\left(\frac{1+\varepsilon}{h p}\right)^{1 / 2},  \tag{30a}\\
& m_{-}=\frac{1}{(1+\varepsilon)^{1 / 2}} . \tag{30b}
\end{align*}
$$

Finally, in view of the above, Eq. (29) becomes

$$
\begin{align*}
\frac{D}{a_{+}} & =-\frac{1+\varepsilon}{h p}\left[\left(m^{2}-2 \zeta^{2}\right)^{2}+4 \zeta^{2}\left(\frac{1}{1+\varepsilon}-\zeta^{2}\right)^{1 / 2}\left(m^{2}-\zeta^{2}\right)^{1 / 2}\right] \\
& \equiv-\frac{1+\varepsilon}{h p} R^{\text {therm }}, \tag{31}
\end{align*}
$$

where the symbol $\equiv$ means equality by definition.
In the above result, the approximate Rayleigh function $R^{\text {therm }}$ exhibits no dispersion (i.e., it does not depend upon $p$ ) but depends upon the coupling constant $\varepsilon$. All the above approximations will properly be utilized below.

The next step is to determine the zeros of the function $\left(D / a_{+}\right)$, which is given in (31). This information will be utilized later in the inversion procedure. By invoking the principle of the argument (see e.g., Carrier et al. [38], and Ablowitz and Fokas [43]), it can be shown that the two real zeros $\zeta= \pm \zeta_{R}$ of the function $\left(D / a_{+}\right)$are the only zeros of this function in the entire $\zeta$-plane. These correspond to axisymmetric thermoelastic Rayleigh wavefronts propagating with a velocity $V_{R}=V_{1} / \zeta_{R}$ along the tractionfree half-space surface. Working with real $p$ such that $p>0$ [which, of course, is necessary for the convergence of the integral defining the unilateral Laplace transform in Eq. (10a)] in the case of interest $m_{-}<m<m_{+}$[cf. Eq. (20b)], we can obtain a closedform expression for the root $\zeta_{R}$ by utilizing factorization operations of the kind encountered in solving Wiener-Hopf equations (see e.g., Achenbach [9], Carrier et al. [38], and Ablowitz and Fokas [43]). The function $\left(D / a_{+}\right)$is analytic in the $\zeta$-plane cut along the interval $\left(m_{-}<|\operatorname{Re}(\zeta)|<m, \operatorname{Im}(\zeta)=0\right)$ and behaves like $2 m_{+}^{2}\left(m^{2}-m_{-}^{2}\right) \zeta^{2}$ \{with $m_{+}=[(1+\varepsilon) / h p]^{1 / 2}$ and $m_{-}=(1$ $\left.+\varepsilon)^{-1 / 2}\right\}$ as $|\zeta| \rightarrow \infty$. Consequently, an auxiliary function $S(\zeta)$ is introduced through the definition

$$
\begin{equation*}
S \equiv \frac{\left(D / a_{+}\right)}{2 m_{+}^{2}\left(m^{2}-m_{-}^{2}\right)\left(\zeta^{2}-\zeta_{R}^{2}\right)}, \tag{32}
\end{equation*}
$$

which possesses the desired asymptotic property $S(\zeta) \rightarrow 1$ as $|\zeta| \rightarrow \infty$ and, additionally, has neither zeros nor poles in the $\zeta$-plane. The only singularities of $S$ are the branch points $\zeta= \pm m_{-}$and $\zeta$ $= \pm m\left[\right.$ which are shared with the original function $\left.\left(D / a_{+}\right)\right]$, so it is single-valued in the $\zeta$-plane cut along the interval ( $m_{-}$ $<|\operatorname{Re}(\zeta)|<m, \operatorname{Im}(\zeta)=0)$. Then, the standard technique of factor-
ization through the use of Cauchy's integral theorem (see e.g., Achenbach [9], Carrier et al. [38], and Ablowitz and Fokas [43]) allows writing

$$
\begin{equation*}
S=S^{+} \cdot S^{-} \tag{33}
\end{equation*}
$$

where $S^{+}$and $S^{-}$are analytic functions in the overlapping halfplanes $\operatorname{Re}(\zeta)>-m_{-}$and $\operatorname{Re}(\zeta)<m_{-}$, respectively. These are given by

$$
\begin{equation*}
S^{ \pm}(\zeta)=\exp \left[-\frac{1}{\pi} \int_{m_{-}}^{m} \arctan \left(\frac{4 \omega^{2}\left|a_{-}\right||\beta|}{T^{2}}\right) \frac{d \omega}{\omega \pm \zeta}\right] \tag{34}
\end{equation*}
$$

where

$$
\begin{gather*}
a_{-} \equiv a_{-}(\omega)=\left(m_{-}^{2}-\omega^{2}\right)^{1 / 2},  \tag{35a}\\
\beta \equiv \beta(\omega)=\left(m^{2}-\omega^{2}\right)^{1 / 2} . \tag{35b}
\end{gather*}
$$

Further, one may observe from (34) that $S^{+}(\zeta=0)=S^{-}(\zeta$ $=0)$ and, therefore, $S(\zeta=0)=\left[S^{+}(\zeta=0)\right]^{2}$. Now, we exploit the latter observation by taking $\zeta=0$ and also take into account (32)(34) to obtain the following explicit formula for the root of the function $\left(D / a_{+}\right)$. This root defines the speed of thermoelastic Rayleigh waves

$$
\begin{equation*}
\zeta_{R}=\frac{m^{2}}{\left[2\left(m^{2}-m_{-}^{2}\right)\right]^{1 / 2} \cdot S^{+}(\zeta=0)} \tag{36}
\end{equation*}
$$

It is noticed, finally, that the inequality $m<\zeta_{R}$ always holds.

## 5 Inversion Procedure and Solution in the Physical Space/Time

In view of the definition (11b), one can write the unilateral Laplace transformed vertical displacement in the form

$$
\begin{align*}
U_{z}(x, y, z=-H, p)= & \left(\frac{p}{2 \pi i}\right)^{2} \int_{-i \infty}^{+i \infty} \int_{-i \infty}^{+i \infty} U_{z}^{*}(q, w, z=-H, p) \\
& \cdot e^{p q x} e^{p w y} d q d w, \tag{37}
\end{align*}
$$

where $U_{z}^{*}$ is given in (22). Next, axisymmetry (circular symmetry) of the problem will become clear and be exploited. To this end, we set $q=i \sigma$ and $w=i \tau$ so that $\zeta^{2} \equiv q^{2}+w^{2}=-\left(\sigma^{2}+\tau^{2}\right)$ $=-\rho^{2}$, and further consider the polar coordinates $(r, \vartheta)$ and $(\rho, \phi)$ defined through the relations $x+i y=r e^{i \vartheta}$ and $\sigma+i \tau$ $=\rho e^{i \phi}$. The first set of polar coordinates refers to the physical plane $(x, y)$, whereas the second set to the transform plane $(\sigma, \tau)$. Considering also the case $x \geqslant 0$ and $y \geqslant 0$ (which, as will become clear soon, does not impose any restriction to the solution), it should be $\operatorname{Im}(\sigma) \geqslant 0$ and $\operatorname{Im}(\tau) \geqslant 0$, whereas $\rho \equiv\left(\sigma^{2}+\tau^{2}\right)^{1 / 2} \geqslant 0$.

Now, in view of (22), (31) and the newly introduced polar coordinates, we obtain

$$
\begin{align*}
U_{z}(r, \theta, z= & -H, p) \\
= & \frac{\kappa Q V_{1}}{4 \pi^{2}} \int_{0}^{\infty}\left(\int_{0}^{2 \pi} \frac{a_{+} T e^{-a_{-} H p}-a_{-} T e^{-a_{+} H p}}{D(\rho, p)}\right. \\
& \times \exp (-i p r \rho \cdot \cos (\phi-\vartheta)) d \phi) \rho d \rho, \tag{38}
\end{align*}
$$

and further, by observing that the inner integral in (38) is actually independent on the starting limit of the integration interval, we eliminate the variable $\vartheta$ from the problem and get

$$
\begin{align*}
U_{z}(r, \theta, z= & -H, p) \\
= & \frac{\kappa Q V_{1}}{4 \pi^{2}} \int_{0}^{\infty}\left(\frac{a_{+} T e^{-a_{-} H p}-a_{-} T e^{-a_{+} H p}}{D(\rho, p)}\right. \\
& \left.\times \int_{0}^{2 \pi} \exp (-i p r \rho \cdot \cos \phi) d \phi\right) \rho d \rho \\
= & \frac{\kappa Q V_{1}}{2 \pi} \int_{0}^{\infty} \frac{a_{+} T e^{-a_{-} H p}-a_{-} T e^{-a_{+} H p}}{D(\rho, p)} J_{0}(p r \rho) \cdot \rho d \rho . \tag{39}
\end{align*}
$$

In the above relation, we have $a_{ \pm}=\left(m_{ \pm}^{2}+\rho^{2}\right)^{1 / 2}, \beta=\left(m^{2}\right.$ $\left.+\rho^{2}\right)^{1 / 2}, T=m^{2}+2 \rho^{2}$, and

$$
\begin{align*}
D(\rho, p)= & -\frac{1+\varepsilon}{h p}\left(\frac{1+\varepsilon}{h p}+\rho^{2}\right)^{1 / 2}\left[\left(m^{2}+2 \rho^{2}\right)^{2}-4 \rho^{2}\left(\frac{1}{1+\varepsilon}\right.\right. \\
& \left.\left.+\rho^{2}\right)^{1 / 2}\left(m^{2}+\rho^{2}\right)^{1 / 2}\right]=-\frac{1+\varepsilon}{h p}\left(\frac{1+\varepsilon}{h p}+\rho^{2}\right)^{1 / 2} R^{\text {therm }} \tag{40}
\end{align*}
$$

while the following standard result for the Bessel function $J_{0}$ () was used (see e.g., Watson [44])

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} \exp (-i p r \rho \cdot \cos \phi) d \phi=J_{0}(p r \rho) \tag{41}
\end{equation*}
$$

One may observe that the last integral in (39) is but an inverse Hankel transform (see e.g., Bracewell [45]). This confirms the circular symmetry of the problem.

Next, another change of variable defined by setting $\omega=\operatorname{pr} \rho$ leads to the following expression for a normalized expression of the unilateral Laplace-transformed vertical displacement at the surface

$$
\begin{align*}
U_{z}^{\mathrm{norm}}(r, z=-H, p)= & -\frac{1}{2\left(m^{2}-m_{-}^{2}\right) r^{2}} \\
& \times \int_{0}^{\infty} \frac{\left(e^{-a_{-} H_{p}}-\frac{a_{-}}{a_{+}} e^{-a_{+} H_{p}}\right) T}{m_{+}^{2}\left(\frac{\omega^{2}}{p^{2} r^{2}}+\zeta_{R}^{2}\right) \cdot S\left(i \frac{\omega}{p r}\right)} \\
& \times \frac{\omega}{p^{2}} J_{0}(\omega) d \omega \tag{42}
\end{align*}
$$

where $U_{z}^{\text {norm }}=\left(2 \pi U_{z}\right) /\left(\kappa Q V_{1}\right)$, and the symbols $a_{+}, a_{-}$, and $T$ take the following forms [which, of course, follow from the definitions in (14a) and (17a) and the several changes of variable in the previous analysis]

$$
\begin{equation*}
a_{ \pm}=\left(m_{ \pm}^{2}+\frac{\omega^{2}}{p^{2} r^{2}}\right)^{1 / 2}, \quad T=m^{2}+2 \frac{\omega^{2}}{p^{2} r^{2}} \tag{43a,b}
\end{equation*}
$$

Finally, we consider the inverse unilateral Laplace transform in (10b) and, further, interchange the latter integration and the integration in (42). This is permissible since the integral in (10b) converges uniformly within its region of convergence in the complex p-plane [37]. Cf. Miklowitz [36] and Markenscoff and Ni [46], e.g., for similar interchanges of the integration order in multiple transform inversions. In this way, we obtain the normalized vertical displacement at the surface, $u_{z}^{\text {norm }}=\left(2 \pi u_{z}\right) /\left(\kappa Q V_{1}\right)$, in the physical space/time

$$
\begin{align*}
u_{z}^{\text {norm }}(r, z= & -H, s) \\
= & -\frac{1}{4 \pi i} \frac{1}{\left(m^{2}-m_{-}^{2}\right) \zeta_{R}^{2} r^{2}} \\
& \cdot \int_{0}^{\infty}\left(\int_{c-i \infty}^{c+i \infty} \frac{\left(e^{-a_{-} H p}-\frac{a_{-}}{a_{+}} e^{-a_{+} H p}\right) T}{m_{+}^{2}\left(p-i p_{R}\right)\left(p+i p_{R}\right) \cdot S\left(i \frac{\omega}{p r}\right)} e^{p s} d p\right) \\
& \times \omega J_{0}(\omega) d \omega \tag{44}
\end{align*}
$$

where

$$
\begin{gather*}
a_{+}=\left(\frac{1+\varepsilon}{h}\right)^{1 / 2} \frac{1}{p} \gamma_{+},  \tag{45a}\\
a_{-}=\frac{1}{(1+\varepsilon)^{1 / 2} p} \gamma_{-}  \tag{45b}\\
\gamma_{+} \equiv \gamma_{+}(p, \omega)=\left(p+\frac{h}{(1+\varepsilon) r^{2}} \omega^{2}\right)^{1 / 2},  \tag{46a}\\
\gamma_{-} \equiv \gamma_{-}(p, \omega)=\left(p^{2}+\frac{(1+\varepsilon)}{r^{2}} \omega^{2}\right)^{1 / 2} \tag{46b}
\end{gather*}
$$

and

$$
\begin{equation*}
p_{R}=\frac{\omega}{\zeta_{R} r} \tag{47}
\end{equation*}
$$

Notice that the branch cuts depicted in Fig. 3 should be introduced to render the functions $\gamma_{+}$and $\gamma_{-}$single-valued. Also, the constant $c$ in the inner integral of (44) is taken slightly greater than zero since all singularities (poles and branch points) of the corresponding integrand are situated in the plane $\operatorname{Re}(p) \leqslant 0$. Specifically, these singularities include the poles at $\pm i p_{R}$, the branch point $-h \omega^{2}\left((1+\varepsilon) r^{2}\right)^{-1}$ for the function $\gamma_{+}$, and the branch points $\pm i \omega\left(m_{-} r\right)^{-1}$ for the function $\gamma_{-}$(see Fig. 3).

With the above results available, we now focus interest on the thermoelastic Rayleigh waves. As is well-known (see e.g., Chao et al. [47], Achenbach [9], and Miklowitz [36]), analytically the Rayleigh-wave effects correspond to the contributions from certain poles in the integrands of the inversion integrals. Indeed, in our previous analysis we were able to make explicit the appearance of Rayleigh-wave poles [cf. Eq. (44)].

We proceed now to evaluate the pole contribution in (44) obtaining therefore an approximate solution for the thermoelastic Rayleigh-wave signals along the half-space surface. Care should be exercised, however, in evaluating the functions $a_{+}(p, \omega)$ and $a_{-}(p, \omega)$ at the points $\pm i p_{R}$, which lie along the Bromwich path $(c-i \infty, c+i \infty)$ (see Fig. 3). The following results are obtained:

$$
\begin{gather*}
a_{+}=\mp i \zeta_{R} \ell_{R}^{1 / 2} \exp ( \pm i \theta / 2)  \tag{48a}\\
a_{-}=\mp i\left|a_{R-}\right| \quad \text { at } p= \pm i p_{R} \tag{48b}
\end{gather*}
$$

where

$$
\begin{gather*}
a_{R-}=\left(m_{-}^{2}-\zeta_{R}^{2}\right)^{1 / 2}  \tag{49a}\\
\ell_{R}=\left(1+\tan ^{2} \theta\right)^{1 / 2}  \tag{49b}\\
\tan \theta=\frac{(1+\varepsilon) r}{h \zeta_{R} \omega} \tag{49c}
\end{gather*}
$$

The symbol $\theta$ in the above relations (denoting an angle in Fig. 3) should not be confused with the symbol used earlier to denote the change in temperature. Then, (44) provides the following expression for the disturbance due to the thermoelastic Rayleigh waves


Fig. 3 Branch cuts for the functions $\gamma_{+}(\boldsymbol{p}, \omega)$ and $\gamma_{-}(\boldsymbol{p}, \omega)$, and the Bromwich path in the complex $p$-plane

$$
\begin{equation*}
u_{z}^{\mathrm{norm}}(r, z=-H, s)=-\frac{\Lambda}{r^{2}} \int_{0}^{\infty} f(r, H, \omega, s) \cdot \omega \cdot J_{0}(\omega) d \omega \tag{50}
\end{equation*}
$$

where

$$
\begin{align*}
f(r, H, \omega, s)= & \exp \left(-\frac{\omega\left|a_{R-}\right| H}{\zeta_{R} r}\right) \cos \left(\frac{\omega s}{\zeta_{R} r}\right) \\
& -\frac{\left|a_{R-}\right| \exp \left(-\frac{\omega}{r} \ell_{R}^{1 / 2} H \cos (\theta / 2)\right)}{\zeta_{R} \ell_{R}^{1 / 2}} \\
& \times \cos \left[\frac{\omega s}{\zeta_{R} r}-\frac{\theta}{2}-\left(\frac{\omega}{r} \ell_{R}^{1 / 2} H \sin (\theta / 2)\right)\right]  \tag{51}\\
\Lambda= & \frac{m^{2}-2 \zeta_{R}^{2}}{4\left(\frac{1+\varepsilon}{h}\right) \cdot S\left(\zeta_{R}\right) \cdot\left(m^{2}-m_{-}^{2}\right) \zeta_{R}^{2}} \tag{52}
\end{align*}
$$

Further, as the analysis in Appendix B shows, the second term of $f(r, H, \omega, s)$ in (51) is negligible with respect to the first term. Omitting the small term, the normalized vertical displacement becomes

$$
\begin{align*}
u_{z}^{\mathrm{norm}}(r, z=-H, s)= & -\frac{\Lambda}{r^{2}} \int_{0}^{\infty} \exp \left(-\frac{\omega\left|a_{R-}\right| H}{\zeta_{R} r}\right) \\
& \times \cos \left(\frac{\omega s}{\zeta_{R} r}\right) J_{0}(\omega) \omega d \omega \tag{53}
\end{align*}
$$

Finally, evaluation of the integral in (53) (Watson [44]) yields the following closed-form expression for the normalized vertical displacement at the surface due to Rayleigh waves generated by a buried thermal source in a half-space

$$
\begin{equation*}
u_{z}^{\text {norm }}(r, z=-H, s)=-\frac{\Lambda}{r^{2}} \operatorname{Re}\left[\frac{\frac{\left|a_{R-}\right| H}{\zeta_{R} r}-i \frac{s}{\zeta_{R} r}}{\left[1+\left(\frac{\left|a_{R-}\right| H}{\zeta_{R} r}-i \frac{s}{\zeta_{R} r}\right)^{2}\right]^{3 / 2}}\right], \tag{54}
\end{equation*}
$$

where $r$ is the radial distance from the epicenter, $\operatorname{Re}[$ ] denotes the real part of a complex function, and the quantities $\Lambda, a_{R-}$ and $\zeta_{R}$ depend on the material constants. It is also of notice that $u_{z}^{\text {norm }}$ depends on the ratio $(H / r)$.

## 6 Numerical Results, Further Asymptotic Results, and Concluding Remarks

Numerical results from the previous expression are obtained easily through the use of MATHEMATICA ${ }^{\mathrm{TM}}$ for both numerical integrations and symbolic manipulations involved. A model material was considered to derive the results shown in the graphs of Figs. 4 and 5. It is characterized by the following constants: coupling constant $\varepsilon=0.011$, thermoelastic characteristic length $h$ $=1.864 \times 10^{-9} \mathrm{~m}$, and Poisson's ratio $\nu=0.3$ [this value gives a ratio of wave velocities $\left.m \equiv\left(V_{1} / V_{2}\right)=1.8708\right]$. The graphs present the variation of the normalized vertical displacement $u_{z}^{\text {norm }} \equiv 2 \pi u_{z}\left(\kappa Q V_{1}\right)^{-1} \quad$ with the normalized time $V_{1}\left(r^{2}\right.$ $\left.+H^{2}\right)^{-1 / 2} t$. In Fig. 4, the case $r=10 H$ is considered, whereas in Fig. 5, both cases $r=40 H$ and $r=160 H$ are presented. In all cases, $H=100 \mathrm{~m}$ is taken but a numerical inspection showed that the shape of pulse does not change appreciably if normalization is utilized (the displacement itself becomes larger for smaller depths).
The graphs show the generation of the thermoelastic Rayleigh wave at the half-space surface. We notice that as the distance of the observation station from the epicenter increases, the shape of the Rayleigh disturbance appears to become sharper because of the contraction of the real time scale with the increase of the length $\left(r^{2}+H^{2}\right)^{1 / 2}$. Also, as the observation station moves away from the epicenter, decay in amplitude occurs after a certain point. This attenuation is due to the 3D geometry of the problem (see for analogous nonthermal situations in Pekeris and Lifson [11], and Achenbach [9]). On the contrary, the latter result is not encountered in the respective 2D problem of a nonthermal buried dilatational source treated by Garvin [10], where once the Rayleigh pulse takes its shape, it is not decaying.
In the sequel, we further investigate the behavior of $u_{z}^{\text {norm }}(r, z$ $=-H, s)$ at large distances from the epicenter, i.e., for $r \geqslant H$. In this case, it is $\left(r^{2}+H^{2}\right)^{1 / 2} \cong r$ and the normalized vertical displacement takes the form

$$
\begin{equation*}
u_{z}^{\mathrm{norm}}(r \gtrdot H, z=-H, s) \cong-\Lambda \operatorname{Re}\left[\frac{X-i Y r}{\left(r^{2}+X^{2}-Y^{2} r^{2}-i 2 X Y r\right)^{3 / 2}}\right], \tag{55}
\end{equation*}
$$

where $X=\left|a_{R-}\right| \cdot H / \zeta_{R}$ and $Y=V_{R} t / r$. Taking $r \gg H$ leads to the conclusion that $r \gtrdot>X$ and then (55) takes the even simpler form


Fig. 4 The variation of the normalized vertical displacement $u_{z}^{\text {norm }} \equiv 2 \pi u_{z}\left(\kappa Q V_{1}\right)^{-1}$ with the normalized time $s\left(r^{2}+H^{2}\right)^{-1 / 2}$ indicating the arrival of a thermoelastic Rayleigh wave at the station $r=10 \mathrm{H}$. The constants have the values $\varepsilon=0.011$, $h$ $=1.864 \times 10^{-9} \mathrm{~m}, \nu=0.3$, and $H=100 \mathrm{~m}$.


Fig. 5 The variation of the normalized vertical displacement $u_{z}^{\text {norm }} \equiv 2 \pi u_{z}\left(\kappa Q V_{1}\right)^{-1}$ with the normalized time $s\left(r^{2}+H^{2}\right)^{-1 / 2}$ indicating the arrival of a thermoelastic Rayleigh wave at the stations $r=40 \mathrm{H}$ and $r=160 \mathrm{H}$. The constants have the values $\varepsilon=0.011, h=1.864 \times 10^{-9} \mathrm{~m}, \nu=0.3$, and $H=100 \mathrm{~m}$.

$$
\begin{equation*}
u_{z}^{\text {norm }}(r \gg H, z=-H, s) \cong-\Lambda \operatorname{Re}\left[\frac{X-i Y r}{\left(r^{2}-Y^{2} r^{2}-i 2 X Y r\right)^{3 / 2}}\right] . \tag{56}
\end{equation*}
$$

In addition, we can investigate the field near the Rayleigh wavefront. To this end, the transformation $x_{R}=V_{R} t-r$ is used in (56), where $x_{R}$ denotes the distance from the Rayleigh wavefront, providing

$$
\begin{align*}
u_{z}^{\text {norm }}(r & \gg H, z=-H, s) \\
& \cong-\frac{\Lambda}{r^{1 / 2}} \operatorname{Re}\left[\frac{\frac{X}{r}-i\left(\frac{x_{R}}{r}+1\right)}{\left[-x_{R}\left(\frac{x_{R}}{r}+2\right)-i 2 X\left(\frac{x_{R}}{r}+1\right)\right]^{3 / 2}}\right] . \tag{57}
\end{align*}
$$

Now, by taking $r \gtrdot X$ and $r \gtrdot x_{R}$, we get the following expression for the vertical displacement far from the epicenter and, at the same time, very close to the Rayleigh wavefront

$$
\begin{equation*}
u_{z}^{\text {norm }}\left(r \gtrdot H, r \gtrdot x_{R}, z=-H, s\right) \cong-\frac{\Lambda}{(8 r)^{1 / 2}} \operatorname{Re}\left[\frac{-i}{\left(-x_{R}-i X\right)^{3 / 2}}\right] \tag{58}
\end{equation*}
$$

The above relation reveals that the displacement varies with the distance from the epicenter as $u_{z}^{\text {norm }}\left(r \gg H, r \gg x_{R}, z=-H, s\right)$ $\approx r^{-1 / 2}$, while in the case of a source that is situated very close to the surface (i.e., when $x_{R} \gg$ ) the displacement varies with the distance from the Rayleigh wavefront as $u_{z}^{\text {norm }}\left(r \gg H, r \gg x_{R}\right.$, $z=-H, s) \approx x_{R}^{-3 / 2}$. The first of the aforementioned results shows that the surface effects attenuate with distance as $r^{-1 / 2}$, the physical explanation of which is that the surface waves in our 3D problem are essentially cylindrical waves (see Ref. [9] for analogous situations in classical elastodynamics).

In conclusion, the 3D transient dynamic problem of a thermoelastic half-space under thermal buried or surface loading is treated in this paper. The loading has the form of a concentrated heat flux applied impulsively and Biot's fully coupled thermoelasticity is utilized. The problem has relevance to situations involving heat generation due to, e.g., laser action (impulsive electromagnetic radiation) on a surface target, underground nuclear activity, and friction developed during underground fault motions. Here, we were particularly interested in determining in closed
form the disturbance associated with the propagation of the thermoelastic Rayleigh waves. This was made possible by using multiple Laplace transforms, asymptotics, complex-variable theory and certain results for Bessel functions. The dependence of the normal displacement associated with the Rayleigh wave upon the distance from the source epicenter and the distance from the wavefront was also determined.

## Appendix A

The solution of the $12 \times 12$ algebraic system of Sec. 3 reads

$$
\begin{align*}
& X_{1}=-\kappa Q V_{1} e^{-2 a_{-} H_{p}}\left(-\left(e^{2 a_{-} H p}-e^{-2\left(a_{+}-a_{-}\right) H_{p}}\right) a_{-} M_{-} T E\right. \\
& +\left(e^{2 a_{-} H p}+e^{-2\left(a_{+}-a_{-}\right) H_{p}}-2 \frac{M_{-}}{M_{+}} e^{-\left(a_{+}-a_{-}\right) H_{p}}\right) a_{+} M_{+} T E \\
& \left.+\left(e^{2 a_{-} H p}+e^{-2\left(a_{+}-a_{-}\right) H p}\right) D\right) /(B A),  \tag{A1}\\
& X_{2}=\kappa Q V_{1}\left(-a_{-} e^{-\left(a_{+}+3 a_{-}\right) H p}\left[-2 e^{2 a_{-} H p}+\left(e^{\left(a_{+}+a_{-}\right) H p}\right.\right.\right. \\
& \left.\left.+e^{\left(a_{+}+3 a_{-}\right) H_{p}}\right) \frac{M_{-}}{M_{+}}\right] \cdot M_{+} T E+e^{-2 a_{-} H p}((-1 \\
& \left.\left.\left.+e^{2 a_{-} H p}\right) M_{+} a_{+} T E+\left(1+e^{2 a_{-} H p}\right) D\right)\right) /(C A) \text {, } \\
& X_{3}=-2 \kappa Q V_{1} \beta q T e^{-\left(a_{+}+a_{-}+\beta\right) H p}\left(a_{+} e^{a_{+} H p}-a_{-} e^{a_{-} H p}\right)\left(T_{q}\right. \\
& \left.+w^{2}\right) /(F A),  \tag{A3}\\
& X_{4}=2 \kappa Q V_{1} \beta w T e^{-\left(a_{+}+a_{-}+\beta\right) H p}\left(a_{+} e^{a_{+} H p}-a_{-} e^{a_{-} H p}\right)\left(T_{w}\right. \\
& \left.+q^{2}\right) /(F A),  \tag{A4}\\
& X_{6}=-\kappa Q V_{1} e^{-\left(2 a_{+}+a_{-}\right) H_{p}}\left\{a_{-} e^{a_{-} H p} M_{-} T E+a_{+}\left(\left(e^{a_{-} H p} M_{+}\right.\right.\right.  \tag{A5}\\
& \left.\left.\left.-2 e^{a_{+} H p} M_{-}\right) T E\right)+e^{a_{-} H_{p}} D /(B A)\right\},  \tag{A6}\\
& X_{7}=\frac{\kappa Q V_{1}}{C},  \tag{A7}\\
& X_{8}=\kappa Q V_{1} e^{-\left(a_{+}+2 a_{-}\right) H p}\left(a_{-}\left(2 e^{a_{-} H p} M_{+}-e^{a_{+} H p} M_{-}\right) T E\right. \\
& \left.+a_{+} e^{a_{+} H p}\left(M_{+} T(-E)\right)+e^{a_{+} H p} D\right) /(C A),  \tag{A8}\\
& X_{9}=X_{10}=0,  \tag{A9}\\
& X_{11}=-2 \kappa Q V_{1} \beta q T e^{-\left(a_{+}+\beta\right) H p}\left(-a_{-}+a_{+} e^{\left(a_{+}-a_{-}\right) H p}\right)\left(T_{q}\right. \\
& \left.+w^{2}\right) /(F A),  \tag{A10}\\
& X_{12}=2 \kappa Q V_{1} \beta w T e^{-\left(a_{+}+a_{-}+\beta\right) H p}\left(-a_{+} e^{a_{+} H p}+a_{-} e^{a_{-} H p}\right)\left(T_{w}\right. \\
& \left.+q^{2}\right) /(F A), \tag{A11}
\end{align*}
$$

where

$$
\begin{gather*}
A=\left(a_{+} M_{+}-a_{-} M_{-}\right) T\left(T_{q} T_{w}-q^{2} w^{2}\right)+4 a_{+} a_{-} \beta\left(M_{+}-M_{-}\right) \\
\times\left(q^{2} T_{q}+2 q^{2} w^{2}+w^{2} T_{w}\right),  \tag{A12}\\
B=2 a_{+} m^{2}\left(M_{+}-M_{-}\right) p,  \tag{A13}\\
C=2 a_{-} m^{2}\left(M_{+}-M_{-}\right) p,  \tag{A14}\\
D=4 a_{+} a_{-} \beta\left(M_{+}-M_{-}\right)\left(q^{2} T_{q}+2 q^{2} w^{2}+w^{2} T_{w}\right),  \tag{A15}\\
E=T_{q} T_{w}-q^{2} w^{2},  \tag{A16}\\
F=m^{2} p . \tag{A17}
\end{gather*}
$$

## Appendix B

Considering the ratio $\mathfrak{R}$ of the fluctuation amplitudes of the first and second terms in (51), we obtain

$$
\begin{equation*}
\mathfrak{R}=\frac{\zeta_{R} l_{R}^{1 / 2}}{\left|a_{R-}\right|} \exp \left(\frac{\omega}{r} H\left[l_{R}^{1 / 2} \cos (\theta / 2)-\frac{\left|a_{R-}\right|}{\zeta_{R}}\right]\right) . \tag{B1}
\end{equation*}
$$

We will examine this ratio and conclude that $\mathfrak{R}$ takes on very large values in the entire range of $\omega$ provided that the distance from the epicenter $r$ is much greater than the thermoelastic characteristic length $h$. The length $h$ is very small for most materials [ $h=O\left(10^{-10} \mathrm{~m}\right)$ as mentioned in the main text of the paper] and, therefore, the requirement $(r / h) \gg 1$ does not pose any serious limitation. Similarly to the case of Eq. (21b), any choice with, say, $(r / h) \geqslant 100$ leads to a reasonable approximation. To cover the entire range of $\omega$-values, we discern the following possibilities:
(1) Considering $(\omega / r) \rightarrow 0$, Eqs. (49c) and (49b) provide the results $\quad \lim _{(\omega / r) \rightarrow 0} \tan \theta=\infty, \quad \lim _{(\omega / r) \rightarrow 0} \ell_{R}^{1 / 2}=\infty \quad$ and $\lim _{(\omega / r) \rightarrow 0} \cos (\theta / 2)=2^{-1 / 2}$. Then, we find that $\lim _{(\omega / r) \rightarrow 0}\left((\omega / r) H\left[l_{R}^{1 / 2} \cos (\theta / 2)-\left(\left|a_{R-}\right| / \zeta_{R}\right)\right]\right)=0$ $\lim _{(\omega / r) \rightarrow 0} \mathfrak{R}=\infty$.
(2) Considering ( $\omega / r$ ) $\rightarrow \infty$, Eqs. (49c) and (49b) provide the results $\quad \lim _{(\omega / r) \rightarrow \infty} \tan \theta=0, \quad \lim _{(\omega / r) \rightarrow \infty} \ell_{R}^{1 / 2}=1 \quad$ and $\lim _{(\omega / r) \rightarrow \infty} \cos (\theta / 2)=1$. Also, from (36) and (49a) we may infer that $\left(\left|a_{R-}\right| / \zeta_{R}\right)<1$. Then, working as in the above case, we find that $\lim _{(\omega / r) \rightarrow \infty} \Re=\infty$.
(3) Considering $\omega=O(r)$, Eqs. (49c) and (49b) lead us to conclude that $\tan \theta$ and $\ell_{R}^{1 / 2}$ takes on very large values. Consequently, it is $\cos (\theta / 2) \cong 2^{-1 / 2}$ and by $(B 1)$ it is seen that $\Re$ takes on very large values in this case too.

Finally, we note that a numerical evaluation of the two terms in (51) showed that the amplitude of the first term is, at minimum, about 20 orders of magnitude greater than the amplitude of the second term.
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# Coupled Plastic Wave Propagation and Column Buckling 


#### Abstract

The plastic buckling of columns is explored in a regime where plastic wave propagation and lateral buckling are nonlinearly coupled. Underlying the work is the motivation to understand and quantify the dynamic crushing resistance of truss cores of all-metal sandwich plates where each truss member is a clamped column. Members are typically fairly stocky such that they buckle plastically and their load carrying capacity decreases gradually as they buckle, even at slow loading rates. In the range of elevated loading rates of interest here, the columns are significantly stabilized by lateral inertia, resisting lateral motion and delaying buckling and loss of load carrying capacity to relatively large overall plastic strains. The time scale associated with dynamic axial behavior, wherein deformation spreads along the column as a plastic wave, is comparable to the time scale associated with lateral buckling such that the two phenomena are coupled. Several relevant problems are analyzed using a combination of analytical and numerical procedures. Material strain-rate dependence is also taken into account. Detailed finite element analyses are performed for axially loaded columns with initial imperfections, as well as for inclined columns in a truss core of a sandwich plate, with the aim of determining the resistance of the column to deformation as dependent on the loading rate and the relevant material and geometric parameters. In the range of loading rates of interest, dynamic effects result in substantial increases in the reaction forces exerted by core members on the faces of the sandwich plate with significant elevation in energy absorption. [DOI: 10.1115/1.1825437]
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## 1 Introduction

Pursued extensively for over 50 years, the dynamic axial loading of columns is still an important subject because of its relevance to a wide range of engineering applications. Much interesting mechanics underlies qualitative and quantitative understanding of dynamic column buckling, and the subject has not been without controversy. Here, columnar truss members of all metal truss core sandwich plates motivate the study as these sandwich plates have the potential for replacing solid plate construction for a range of applications including ship hulls, armored vehicles, and chemical plants [1] where impulsive loads are of concern. For applications involving high intensity dynamic crushing loads, cores can experience nominal strain rates greater than $10^{3} \mathrm{~s}^{-1}$. Column members in truss cores are usually sufficiently stocky such that buckling occurs well into the plastic range, especially when the columns are stabilized by lateral inertia at elevated loading rates. The basic cellular unit of a tetragonal truss core is shown in Fig. 1. Although the columns in the core are inclined with respect to the crushing direction, they nevertheless behave in a manner similar to an axially compressed column due to the fact that their end displacements are constrained by the face sheets in the direction parallel to the sheets. Of primary interest is the resistance of the columns to deformation, the forces they exert on the face sheets during dynamic crushing, and the energy they absorb. Most of the emphasis in this paper will be on axially compressed columns, but the direct relevance of results for axially compressed columns to inclined columns will be demonstrated in the second half of the paper.

There is a large literature on dynamic plastic buckling of columns [2-5] and perhaps a rationale for further study is warranted.

[^16]In the applications motivating this study, a representative column would be relatively stocky, typically 0.1 m in length, and subject to a suddenly imposed velocity on the order of $100 \mathrm{~ms}^{-1}$ at one end corresponding to an overall strain rate of $10^{3} \mathrm{~s}^{-1}$. The loading rates of interest are such that the initial stages of the deformation are dominated by the propagation of a plastic axial wave down the column. Buckling is resisted by lateral inertia. Overall compressive strains of $20 \%$ or more can be achieved before appreciable buckling deflections occur. Buckling deflections, which depend on initial imperfection amplitudes, develop in the later stages of the crushing. Thus, during the initial stage of deformation, the forces exerted on the face sheets are similar to those exerted by a straight rod undergoing dynamic axial deformation. As buckling deformations develop, the forces depend in a complicated way on coupled plastic wave propagation and lateral buckling.
The early study of Abrahamson and Goodier [3] on column impact has aspects in common with the problem and loading rates of interest here. Specifically, their experiments involved impact velocities in the range of interest here, and overall compressive strains on the order of $20 \%$ due primarily to axial straining were observed. However, the primary motivation underlying the work in [3] was buckling and not the forces exerted during the impact. In addition, the theoretical approach of these authors was to decouple the axial deformation from the buckling deformation by assuming the axial stress state was established prior to the growth of buckling deformations. Calladine and English [5] also decoupled axial deformations from bucking deformations in their study of the various influences of inertia on dynamic buckling. As will be seen in the body of the paper, this decoupling is justified since their work focused on a range of relatively low impact velocities; the maximum impact velocity in their experiments did not exceed $10 \mathrm{~ms}^{-1}$. These authors make the important observation that inertial stabilization effects scale differently with column size than material strain-rate effects, a point that will be discussed in the present paper as well.
The problem that couples plastic wave propagation and lateral buckling has only recently received attention [6-8], with analyti-


Fig. 1 Tetragonal Truss Core
cal and numerical approaches with primary emphasis on the buckle shape. Here, the coupled nonlinear problem is analyzed using a numerical approach, accounting for both imperfections and material strain rate dependence, with emphasis on the forces required to deform the column and the energy dissipated by the column. However, to shed light on the initial stages of the deformation history, the next section of the paper presents results for the propagation of plastic axial waves down a rod following the classic treatments of von Karman and Duwez [9] and Taylor [10]. An important dimensionless loading rate parameter tied to the dynamic effects emerges from this analysis. The fully coupled problem is analyzed for a wide range of loading rates utilizing the commercially available codes ABAQUS/Standard and ABAQUS/ Explicit. Reaction forces and energy dissipation are determined as a function of geometric, material and loading parameters. With the aid of numerical analysis, it is also demonstrated that the forces exerted on the face sheets by inclined columns in a truss core can be well approximated using results for the axially compressed column.

## 2 Uniaxial Waves in a Rod

2.1 Wave Equation for Rate-Independent Material. Taylor [10] and von Karman and Duwez [9] considered a onedimensional plastic wave propagating down a rod. Taylor's approach was conducted within a finite strain setting, and a similar approach will be followed here, but with a different choice of variables. (Several authors have remarked to the effect that von Karman and Duwez also use a finite strain approach in their analysis, but their treatment of finite strain aspects is not nearly as transparent as that of Taylor.) Consider a semi-infinite bar extending from $x=0$ to $x=\infty$ at $t=0$, with a material point at $x$ at $t$ $=0$ located at $X=x+u(x, t)$ at $t$. The logarithmic (true) strain is related to the displacement gradient by $\varepsilon=\ln (1+\partial u / \partial x)$. Analytical solutions are restricted to rods made of rate-independent materials such that the true stress (force per current area) can be regarded as a function of true strain, $\sigma(\varepsilon)$. Material ratedependence is taken into account in Sec. 2.3. In this subsection and the next, attention is limited to problems with monotonic straining such as a compression wave with no elastic unloading. Following the earlier work of Taylor and von Karman and Duwez, the rod is assumed to be incompressible and the effect of radial inertia is neglected. With $A$ as the cross-sectional area of the rod in the deformed state and $F=\sigma A$ as the force carried by the rod, equilibrium requires $\partial F / \partial X=\rho A \partial^{2} u / \partial t^{2}$, where $\rho$ is the density of the material. Incompressibility implies $d A / d \varepsilon=-A$. When expressed in terms of $u(x, t)$, the equilibrium equation can be written as

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}=\frac{1}{c(\varepsilon)^{2}} \frac{\partial^{2} u}{\partial t^{2}} \tag{1}
\end{equation*}
$$

where the strain-dependent wave speed is

$$
\begin{equation*}
c(\varepsilon)=\sqrt{\frac{E_{t}-\sigma}{\rho}} e^{-\varepsilon} \tag{2}
\end{equation*}
$$

and $E_{t}=d \sigma / d \varepsilon$ is the tangent modulus of the true stress-log strain curve. The wave speed, $E_{t}, \sigma$, and $\varepsilon$ all depend on $u$ through the expressions listed above.

Three limiting cases of (1) and (2) are worth identifying. When yielding occurs with small strains and $E_{t} \gg|\sigma|, c=\sqrt{E_{t} / \rho}$, which is often referred to as the plastic wave speed. The finite strain formulation gives $c=\sqrt{\sigma_{Y} / \rho}$ for a plastic compression wave propagating along an elastic-perfectly plastic $\operatorname{rod}\left(E_{t}=0\right)$ where $\sigma_{Y}$ is the yield stress. The wave speed of a tensile wave approaches zero when $\sigma=E_{t}$, corresponding to the Considere condition for necking localization.
2.2 Compression Wave in an Infinitely Long Bar Subject to Constant Velocity at Its End. The solution produced independently during World War II by von Karman and Duwez [9] and Taylor [10] for uniaxial impact loading of a long rod provides insight to the column problems of interest in this paper. Specifically, at the higher rates of loading of interest, the column remains nearly straight in the early stage of deformation and behavior is dominated by an axial plastic compression wave.

For the case of a semi-infinitely long bar $(0 \leqslant x<\infty)$ at rest at $t=0$ and subject to a uniform velocity, $\dot{u}(0, t)=V>0$, at its left end, a similarity solution to (2) exists $[9,10]$ with dependence on a single dimensionless variable $\xi=x /\left(c_{0} t\right)$ where $c_{0}=c(0)$ $=\sqrt{E / \rho}$ is the elastic wave speed with $E$ as Young's modulus. The solution is simple but highly nonlinear and implicit. Only the details of interest will be presented here. The solution depends on the relation between $\varepsilon$ and $\xi$ defined by $c(\varepsilon) / c_{0}=\xi$ and the inverse of this relation denoted by $\varepsilon=g(\xi)$. The regime $\xi>1$ lies ahead of the disturbance; the regime $\xi_{U}<\xi<1$ has the strain dependence $\varepsilon=g(\xi)$; and the regime $0<\xi<\xi_{U}$ has uniform strain with $\varepsilon \equiv \varepsilon_{U}=g\left(\xi_{U}\right)$ and uniform velocity $\dot{u}=V$. The front of the section of the rod having uniform strain $\varepsilon_{U}$ and velocity $V$ propagates down the rod with speed $c\left(\varepsilon_{U}\right)$. The transition value $\xi_{U}$ depends on the imposed velocity $V$ according to the highly implicit equation

$$
\begin{equation*}
\left(1-e^{g\left(\xi_{U}\right)}\right) \xi_{U}+\int_{\xi_{U}}^{1}\left(1-e^{g(\xi)}\right) d \xi=\frac{V}{c_{0}} \tag{3}
\end{equation*}
$$

The solution is illustrated for a Ramberg-Osgood stress-strain relation

$$
\begin{equation*}
\frac{\varepsilon}{\varepsilon_{Y}}=\frac{\sigma}{\sigma_{Y}}+\left(\frac{\sigma}{\sigma_{Y}}\right)^{n} \tag{4}
\end{equation*}
$$

with yield stress $\sigma_{Y}$, yield strain $\varepsilon_{Y}=\sigma_{Y} / E$, strain hardening exponent $N=1 / n(0<N<1)$ and tangent modulus

$$
\begin{equation*}
\frac{E}{E_{t}}=1+n\left(\frac{\sigma}{\sigma_{Y}}\right)^{n-1} \tag{5}
\end{equation*}
$$

Details of the solution, which must be obtained numerically using (3), are plotted in Fig. 2. Both the strain and the nominal compressive stress (compressive force per original area, $\sigma_{N}=-\sigma e^{-\varepsilon}$ ) in the uniformly strained region are displayed.
An analytical approximation is obtained by assuming the strains are small and neglecting $\sigma$ compared to $E_{t}$ in (2) such that $c(\varepsilon)$ $=\sqrt{E_{t} / \rho}$. Then, neglecting the linear stress contribution to the strain in (4), it is readily shown that $g(\xi)=-\varepsilon_{Y}(\xi / \sqrt{N})^{-2 /(1-N)}$ with

$$
\begin{equation*}
\frac{\varepsilon_{U}}{\varepsilon_{Y}}=-\left[\frac{1+N}{2 \sqrt{N}}\left(\frac{V}{c_{0} \varepsilon_{Y}}\right)\right]^{2 /(N+1)} \tag{6}
\end{equation*}
$$



Fig. 2 Plastic compression wave propagating along a rod for both the small strain approximation and the finite strain solution. (a) Strain $\varepsilon_{U}$ in the region of uniform deformation behind the propagating front. (b) Nominal compressive stress at the left end of the rod and in the adjacent region of uniform strain. The normalizations for the small strain approximation are valid for all yield strains; the results for the finite strain solution are computed with $\varepsilon_{Y}=0.003$.

$$
\begin{gather*}
\frac{\sigma_{N}}{\sigma_{Y}}=\left[\frac{1+N}{2 \sqrt{N}}\left(\frac{V}{c_{0} \varepsilon_{Y}}\right)\right]^{2 N /(N+1)}  \tag{7}\\
\frac{c\left(\varepsilon_{U}\right)}{c_{0}}=\sqrt{N}\left[\frac{1+N}{2 \sqrt{N}}\left(\frac{V}{c_{0} \varepsilon_{Y}}\right)\right]^{-(1-N) /(1+N)} \tag{8}
\end{gather*}
$$

The small strain solution depends on the imposed velocity, $V$, and initial yield strain through the single parameter, $V / c_{0} \varepsilon_{Y}$, which will be seen to be the most important dimensionless parameter governing dynamic effects in the present study. The small strain approximation is also plotted in Fig. 2, where it is seen that it indeed captures the essential trends for $V / c_{0} \varepsilon_{Y}$ as large as about 20. The front of the uniformly strained section of the rod propagates at a small fraction of the elastic wave speed when $V / c_{0} \varepsilon_{Y}$ $\approx 10$, corresponding to imposed velocities $V$ that are typically several percent of the elastic wave speed. Since an initial yield strain usually lies within the range from 0.001 to 0.01 , it follows

undeformed column - no imperfection

$\mathrm{V}=140 \mathrm{~m} / \mathrm{s}-$ no imperfection

$\mathrm{V}=200 \mathrm{~m} / \mathrm{s}-$ no imperfection
Fig. 3 Undeformed and deformed meshes for a straight rod subject to velocities $V=140 \mathrm{~ms}^{-1}$ and $V=200 \mathrm{~ms}^{-1}\left[V /\left(c_{0} \varepsilon_{Y}\right)\right.$ $=13.3$ and 19] at its left end and fixed at its right end. The deformed rods have been deformed to an overall strain of $20 \%$. No material rate dependence.
that for structural metals plastic wave propagation effects become dominantly important for impact velocities $V$ typically in the range from 10 to $100 \mathrm{~ms}^{-1}$.
2.3 Dynamic Compression of Finite Length Rods. In this section the study of dynamic compressive behavior of the straight column, or rod, is continued accounting the effect of finite length. As in the previous section, the rod is initially at rest. At $t=0$, a uniform velocity, $V>0$, is imposed at its left end while the right end at $x=L$ is fixed. In the study in this subsection the material is taken to be the rate-independent limit of a structural stainless steel, Al6XN, currently being considered as a possible candidate for truss cores. This material has substantial strain hardening that is nearly linear and moderate strain-rate sensitivity. The full ratedependent specification of the material is given below in anticipation of its use in subsequent sections. In tension, the relation between true stress and true strain is taken to be strictly bilinear for each value of plastic strain-rate:

$$
\sigma= \begin{cases}E \varepsilon, & \varepsilon \leqslant \varepsilon_{Y}\left(1+\left(\dot{\varepsilon}_{p} / \dot{\varepsilon}_{0}\right)^{m}\right)  \tag{9}\\ \sigma_{Y}\left(1+\left(\dot{\varepsilon}_{p} / \dot{\varepsilon}_{0}\right)^{m}\right)+E_{t} \varepsilon_{p}, & \varepsilon>\varepsilon_{Y}\left(1+\left(\dot{\varepsilon}_{p} / \dot{\varepsilon}_{0}\right)^{m}\right)\end{cases}
$$

with $E=190 \mathrm{GPa}, \sigma_{Y}=400 \mathrm{MPa}, E_{t}=2.4 \mathrm{GPa}, \dot{\varepsilon}_{0}=4920 \mathrm{~s}^{-1}$, $m=0.154, \rho=7920 \mathrm{~kg} \mathrm{~m}^{-3}$, and Poisson's ratio $\nu=0.3$. The strain-rate dependence results in a $57 \%$ elevation of the stress for $\dot{\varepsilon}=1000 \mathrm{~s}^{-1}$ versus the stress at $\dot{\varepsilon}=0.01 \mathrm{~s}^{-1}$ at the same $\varepsilon_{p}$. The rate-independent limit used in this section is obtained by setting $m=0$. Comparisons will be made between predictions with and without rate-sensitivity in the following sections.

The finite strain version of ABAQUS Explicit [11] has been used to compute the responses. The right face of the column is attached to a fixed rigid plate and left face of the column is attached to a rigid plate with prescribed uniform velocity $V$ for $t$ $\geqslant 0$. The column model is comprised of eight-noded linear hexahedral elements. The model accounts for radial inertia. In the computations, the initial length of the rod is $L=0.122 \mathrm{~m}$ and its radius $R$ is taken to be $L / 13$. An undeformed mesh and a representative deformed mesh at an overall compressive strain of $20 \%$ are shown in Fig. 3 for two values of $V$. Further mesh refinement does not appreciably alter the results discussed below. The range of imposed velocities of relevance to the applications described in the Introduction is $V /\left(c_{0} \varepsilon_{Y}\right) \leqslant 20$.


Fig. 4 Nominal stress exerted by a rod on the plates at its two ends, where the left plate impacts the rod at $V=140 \mathrm{~ms}^{-1}$ [ $V /\left(c_{0} \varepsilon_{Y}\right)=13.3$ ] and the right plate is fixed.

The response of the column to a constant velocity $V$ $=140 \mathrm{~m} / \mathrm{s}\left[\mathrm{V} /\left(c_{0} \varepsilon_{Y}\right)=13.3\right]$ is shown in Fig. 4. The forces on the left and right plates are shown. Oscillations in the force on the left plate at early times in the history are due to numerical effects associated with the abrupt increase of the applied velocity. To reduce these oscillations, the applied velocity on the left plate is increased from zero to $V$ in a more gradual manner according to $V\left(1-e^{-t / t_{0}}\right)$. The oscillations are largely smoothed out and behavior for $V t / L>0.05$ is virtually unaffected by the choice of $t_{0}$ as long as $V_{0} t_{0} / L<0.02$. Oscillatory effects are much smaller on the right face since there is no response until the arrival of the elastic compression wave.

Aside from oscillations at early times, the force on the left plate is fairly constant throughout the deformation and well above with the yield stress, consistent with the results for the infinitely long rod discussed in the previous section. The force on the left face remains level to a nominal overall strain of $20 \%(V t / L=0.2)$, at which point the computation was terminated. Thus, due to inertial effects there is a significant difference between the force a core element will exert on the face sheet towards a blast loading and on the face sheet away from the blast. The deformed mesh in Fig. 3 shows the rod at $20 \%$ strain $(V t / L=0.2)$ where the thicker, uniformly compressed region has just reached the far end in the case $V=140 \mathrm{~m} / \mathrm{s}$, while for the rod subject to the higher end velocity $V=200 \mathrm{~m} / \mathrm{s}$ the compressed region has only spread over twothirds the length of the rod at the same overall strain.

Results such as those shown in Fig. 4 have been computed for $20 \mathrm{~m} / \mathrm{s} \leqslant V \leqslant 200 \mathrm{~m} / \mathrm{s}$. For $V<20 \mathrm{~m} / \mathrm{s}$ [ $V /\left(c_{0} \varepsilon_{Y}\right)<1.9$ ], dynamic effects are not nearly so pronounced with plastic deformation occurring more uniformly along the rod and end forces that are nearly equal.

## 3 Coupled Plastic Wave Propagation and Lateral Buckling for Axially Compressed Columns

In this section, results for the straight, finite length column analyzed in the previous section are determined under circumstances where the column is permitted to buckle. The material comprising the column is described by (9) which includes rate-dependence, however, results will be presented to highlight the roles of both strain hardening and strain-rate dependence. As in the study of the

undeformed column - with imperfection

static - with imperfection

$\mathrm{v}=20 \mathrm{~m} / \mathrm{s}-$ with imperfection

$\mathrm{v}=200 \mathrm{~m} / \mathrm{s}-$ with imperfection
Fig. 5 Undeformed and deformed meshes of column with initial imperfection for quasistatic, $V=20 \mathrm{~m} / \mathrm{s}$, and $V=200 \mathrm{~m} / \mathrm{s}$ [ $\left.V /\left(c_{0} \varepsilon_{Y}\right)=1.9\right]$ and high $\left[V /\left(c_{0} \varepsilon_{Y}\right)=19\right]$. No material rate dependence.
previous section, the ends of the column are "welded" to rigid plates and thus effectively clamped against rotation at each end. The left plate experiences an imposed uniform velocity $V$ starting at $t=0$, while the right end is fixed. The dynamic calculations are carried out using a three-dimensional meshing using hexahedral elements with ABAQUS Explicit; quasi-static calculations use the Standard version. A geometric imperfection is introduced to promote lateral buckling motion in the form of an initial transverse deflection

$$
\begin{equation*}
w(x)=\frac{\zeta R}{2}\left[1-\cos \left(\frac{2 \pi x}{L}\right)\right] \tag{10}
\end{equation*}
$$

where $\zeta$ is the normalized imperfection amplitude. As will be shown later, an axially compressed column with imperfection amplitude $\zeta=1 / 4$ provides a reasonable approximation to the response of the tetragonal truss core construction where the members are inclined but have no initial imperfection. Under dynamic conditions, a perfectly straight column that is not inclined does not buckle, assuming no other imperfections due either to loading or material asymmetry. The nature of the governing equations is such that solution bifurcations do not occur. Dynamic buckling requires an initial asymmetric imperfection of some type, and, moreover, the development of the lateral buckling motion depends on the imperfection amplitude. For relatively stocky columns of interest here, an imperfection with $\zeta=1 / 4$ can be regarded as realistic, and later it will be shown that the buckling response is not a strong function of $\zeta$ in this range.
The role of inertia in altering the column response is illustrated in Fig. 5 where deformed columns at a nominal strain of $20 \%$ are


Fig. 6 Plastic energy dissipation as a function of $V /\left(c_{0} \varepsilon_{Y}\right)$ [and $V /\left(L \dot{\varepsilon}_{0}\right)$ ], with and without strain-rate dependence at an overall strain $\bar{\varepsilon}=0.1$ for the material specified by (9) and $c_{0} \varepsilon_{Y} /\left(L \dot{\varepsilon}_{0}\right)=0.0175$.
shown for very slow (quasistatic loading) and two other imposed velocities, $V=20 \mathrm{~m} / \mathrm{s}$ and $200 \mathrm{~m} / \mathrm{s}$. The buckled shapes of the quasistatically loaded column and that with $V=20 \mathrm{~m} / \mathrm{s}$ are similar and representative of the classical mode of a clamped beam. By contrast, the column loaded with $V=200 \mathrm{~m} / \mathrm{s}\left(V / \varepsilon_{Y} c_{0}=19.4\right)$ has undergone relatively little lateral displacement even at an overall strain of $20 \%$ and it is evident from the deformed shape that the majority of compression has occurred within the left half of the column. The plastic wave traveling from the left end has not yet spread over the entire column at the instant of the deformation in Fig. 5, and lateral buckling is just beginning to develop.

There are important consequences of the dynamic stabilization of the columns against lateral buckling seen in Fig. 5. In applications of all-metal sandwich construction for blast resistant plate structures, energy absorption in the core is an important component of superior performance. Any delay of buckling of a truss core member due to inertial stabilization translates into greater plastic energy dissipation. The column in Fig. 5 loaded at $V$ $=200 \mathrm{~m} / \mathrm{s}$ has absorbed the energy equivalent of the material strained to $20 \%$ under uniaxial compression, albeit nonuniformly along its length. The energy absorbed by the column loaded quasistatically to $20 \%$ overall strain is considerably less since it undergoes significant lateral buckling and loss of load carrying capacity. Under uniaxial compression, energy absorption scales with $\sigma_{Y} \bar{\varepsilon} \pi R^{2} L$, where $\bar{\varepsilon}=V t / L$ is the overall strain, and Fig. 6 displays the plastic energy dissipation in the column at $\bar{\varepsilon}=0.1$ normalized by this factor as a function of $V /\left(\varepsilon_{Y} c_{0}\right)$, with and without material strain-rate dependence. This plot brings out the exceptionally strong influence of dynamic loading on plastic dissipation as measured by the parameter $V /\left(\varepsilon_{Y} c_{0}\right)$; energy absorption can be enhanced by a factor of 2 or more in the range $V /\left(\varepsilon_{Y} c_{0}\right)>10$.

AL6XN has moderately high strain hardening. To separate out the influence of strain hardening on inertial stabilization and its related effects, columns of elastic-perfectly plastic material are investigated with the same initial yield stress as AL6XN in (9). The overall load-end shortening responses under quasistatic loading with and without strain hardening (both materials have $m$


Fig. 7 Quasistatic nominal stress-end shortening behavior with and without strain hardening. The material is specified by (9) with $E_{t}=0$ and $m=0$ for the elastic-perfectly plastic case and $E_{t}=2.4 \mathrm{GPa}$ and $m=0$ for the hardening material. The stockiness ratio is $R / L=0.077$ and the imperfection amplitude is $\zeta=1 / 4$.
$=0$ ) are plotted in Fig. 7, where each of the two columns have an initial imperfection with $\zeta=1 / 4$. High strain hardening leads to significantly more postbuckling load carrying capacity. The substantial quasistatic postbuckling capacity for both columns is a consequence of their relative stockiness $(L / R=13)$ and the fact that they are clamped on both ends.


Fig. 8 Nominal stress acting by the column on the left plate as a function of the normalized imposed velocity $V$ at three levels of overall strain for both an elastic-perfectly plastic material [(9) with $E_{t}=0$ and $\left.m=0\right]$ and a material with high strain hardening [(9) with $\left.E_{t}=2.4 \mathrm{GPa}, m=0\right]$. The imperfection amplitude is $\zeta=1 / 4$.


Fig. 9 Nominal stress acting by the column on the left plate as a function of the normalized imposed velocity $V$ for a strain hardening material (9) with ( $m=0.154$ ) and without ( $m=0$ ) strain-rate dependence at an overall strain of $10 \%$. The imperfection amplitude is $\zeta=1 / 4$ and $c_{0} \varepsilon_{Y} /\left(L \dot{\varepsilon}_{0}\right)=0.0175$.

Computed values of the normalized force exerted by the column on the plate on the left end as a function of imposed velocity are given in Fig. 8 for a column of elastic-perfectly plastic material and of strain hardening typical of AL6XN in (9), both with no rate-dependence $(m=0)$. With $F$ as the force, the normalization is $\bar{\sigma} / \sigma_{Y}$, where $\bar{\sigma}=F / A_{0}$ is the nominal stress and $A_{0}$ is the initial cross-sectional area of the column. It can be seen that the force is nearly independent of strain, consistent with the responses discussed earlier in Fig. 4, except for the elastic-perfectly plastic column at low levels of imposed velocity. The most striking feature of the results in Fig. 8 is the large amplification of the force exerted by the column on the left plate as $V$ is increased. Force amplification arises from two sources: (1) inertial stabilization of the column against buckling and (2) the momentum imparted to the column by the left plate. The component associated with inertial stabilization gives rise to the increased plastic dissipation of Fig. 6.

The effect of material strain-rate dependence on the reaction force on the left plate is shown in Fig. 9. The lower curve is that discussed for AL6XN with strain-rate dependence suppressed [ $m=0$ in (9)] while the upper curve incorporates the strain-rate dependence of this material. When material rate-dependence is taken into account, additional dimensionless parameters arise: $m$ and $V /\left(L \dot{\varepsilon}_{0}\right)$. The results in Fig. 9 include the values of $V /\left(L \dot{\varepsilon}_{0}\right)$ on the abscissa. The elevation of the reaction force due to material strain-rate dependence over the corresponding force for the rateindependent material is what would be expected for the overall strain rate of $10^{3} \mathrm{~s}^{-1}$ [corresponding to the impact velocity with $V /\left(\varepsilon_{Y} c_{0}\right)=11.6$ in Fig. 9]; the influence is similar to that seen in Fig. 6 on the energy dissipation.

Based on dimensional considerations, the normalized reaction force depends on a relatively large dimensionless parameter set according to

$$
\begin{equation*}
\frac{\bar{\sigma}}{\sigma_{Y}}=f\left(\frac{V}{\varepsilon_{Y} c_{0}}, N, \frac{\sigma_{Y}}{E}, \frac{R}{L}, \frac{V t}{L}, \frac{V}{L \dot{\varepsilon}_{0}}, m\right) \tag{11}
\end{equation*}
$$



Fig. 10 (a) Effect of the stockiness, $R / L$, on the nominal stress acting by the column on the left plate as a function of the normalized imposed velocity $V$ for a strain hardening material with no strain-rate dependence [(9) with $E_{t}=2.4 \mathrm{GPa}, m=0$ ]. The imperfection amplitude is $\zeta=1 / 4$. (b) Effect of the yield strain, $\varepsilon_{Y}=\sigma_{Y} / E$, on the nominal stress acting by the column on the left plate as a function of the normalized imposed velocity $V$ for a strain hardening material with no strain-rate dependence [ $(9)$ with $E_{t}=2.4 \mathrm{GPa}, m=0$ ]. The imperfection amplitude is $\zeta=1 / 4$.
with $c_{0}=\sqrt{E / \rho}$. Equation (11) brings out the point emphasized by Calladine and English [5] that inertial effects and material ratedependence effects scale differently with respect to column length. In the range of behavior in which inertial effects are dominated by axial deformation, the controlling parameter is $V /\left(\varepsilon_{Y} c_{0}\right)$. The dimensionless parameter controlling the influence of material rate-dependence is $V / L \dot{\varepsilon}_{0}$. The results presented above suggest that the dependence of end forces and energy dissipation on material strain-rate dependence through $m$ and $V / L \dot{\varepsilon}_{0}$ is more-or-less what would be expected at the overall strain-rate,
given its effect in elevating the flow stress in (9). In the range of overall strain $V t / L$ from 0.05 to more than 0.2 , the normalized reaction force is essentially independent of strain for relatively stocky columns, except for small strain hardening at low imposed velocities.

The effect of the slenderness ratio, $R / L$, and the initial yield strain, $\varepsilon_{Y}=\sigma_{Y} / E$, on the normalized reaction force at an overall strain of $10 \%$ are shown in Figs. 10(a), 10(b). The slenderness ratio has a significant effect at small $V /\left(\varepsilon_{Y} c_{0}\right)$ but almost no effect at higher values of this parameter, consistent with the fact that the buckling deflections remain small until overall strains are in excess of $20 \%$. Similarly, for the normalizations used in Fig. $10(b)$, there is little dependence on the initial yield strain.

In summary, for a specific material in the range of imposed velocities satisfying $V /\left(\varepsilon_{Y} c_{0}\right)>5$ and for overall strains from roughly $5 \%$ to $20 \%$, the single most important dimensionless parameter in (11) is $V /\left(\varepsilon_{Y} c_{0}\right)$, with $V / L \dot{\varepsilon}_{0}$ playing a secondary role, such that the nominal reaction stress resisting the motion of the plate imposing its velocity on the column has the form

$$
\begin{equation*}
\frac{\bar{\sigma}}{\sigma_{y}}=f\left(\frac{V}{\varepsilon_{Y} c_{0}}, \frac{V}{L \dot{\varepsilon}_{0}}\right) . \tag{12}
\end{equation*}
$$

## 4 The Dynamic Response of Tetragonal Truss Core

Finite element calculations have been performed on the tetragonal truss core unit of Fig. 1 under conditions where the rigid bottom plate is held fixed and the rigid top plate to which the core faces are welded is suddenly accelerated towards the bottom plate with velocity $V$. The emphasis here is on the reaction force exerted by the core element on the top plate, and it will be shown that this resistance can be successfully modeled using the results for the axially loaded columns of the previous section. Each member of the unit of the regular tetrahedron in Fig. 1 is a column of length $L$ and solid circular cross-section of radius $R$ with $R / L$ $=0.077$. The precise geometry is shown in Fig. 1. The height, $H$ of the core is specified by $H / L=\sqrt{2 / 3}$. The material is that specified in (9) with no strain rate dependence ( $m=0$ ). Results are computed for various imposed velocities for overall strains up to $20 \%(\bar{\varepsilon}=V t / H=0.2)$. The average reaction stress, $\bar{\sigma}$, acting on the top plate and plotted in Fig. 11 is the net vertical force divided by the area of the tetragonal unit. The results of the simulations for the tetragonal core are plotted as solid points. As in the case of the axially loaded columns, there is relatively weak dependence on overall strain for strains in the range from $5 \%$ to $20 \%$.

The insert in Fig. 11 compares the deformed shape of a member of the tetragonal unit for a case with quasistatic loading with one subject to high velocity loading, both at an overall strain of about $20 \%$. The deformation of the dynamically loaded member is primarily confined to its upper third while the lower portion of the member remains almost straight. By contrast, the member deformed quasistatically undergoes bending deformations due to buckling over its entire length.

Included in Fig. 11 are predictions of the average reaction stress based on the results obtained in the previous section for the axially loaded clamped column with three levels of initial imperfection. To plot the results based on the axially loaded column, the length and aspect ratio of the column are identified with those of the inclined member. Furthermore, the axial velocity applied to the upper end of the column is the component of the approach velocity of the two plates resolved in the direction parallel to the column, i.e. $\sqrt{2 / 3} \mathrm{~V}$, and, as before, the lower end is fixed. Similarly, the vertical component of the reaction force acting on the upper plate is taken to be $3 \sqrt{2 / 3}$ times the axial force in the column and converted to the stress averaged over the unit cell in Fig. 11. Since the results for the axial column are almost independent of the overall strain in the range from $5 \%$ to $20 \%$ (cf. Fig. 8), only the average over the strain range is plotted in Fig. 11 for the column approximation. The effect of the initial imperfection level is not large for the three levels shown and $\zeta=1 / 4$ seems to be a


Fig. 11 Normal component of reaction force exerted by an inclined column member of a tetragonal truss core on left plate as a function of normalized imposed velocity $V$ at three levels of overall strain and the result derived from an axially loaded column with three levels of initial imperfection. The insert on the right shows the dynamically loaded column (with $V / c_{0} \varepsilon_{Y}$ $=15$ ) while the insert on the left shows the quasistatically deformed column.
realistic choice. Finally, it is noted that the results based on those for the axially compressed column provide a reasonable approximation to the reaction force exerted by the tetragonal core.

## 5 Summary

The dimensionless parameter $V /\left(\varepsilon_{Y} c_{0}\right)$ can be used to gauge whether coupled plastic wave propagation and lateral buckling occurs in columns whose ends experience a relative velocity $V$, and relatively strong dynamics occur when $V /\left(\varepsilon_{Y} c_{0}\right)>5$. For relatively stocky columns, overall end-shortening corresponding to compressive strains of $20 \%$ or more can be achieved before appreciable bucking deformation occurs. The reaction force at the end of the column resisting the imposed motion is amplified by a factor of 2 or more above that for a quasistatically loaded column. Similarly, the energy dissipated in plastic deformation by the column at a given overall imposed strain is significantly increased due to the inertial stabilization of the column. The roles of the various geometric and material parameters are detailed in the paper for the case of constant velocity loading. These results provide insight into how columns can be expected to behave under other types of dynamic axial loading. The present paper reveals the importance of dynamic effects in the performance of truss cores of all-metal sandwich plates under high intensity dynamic loads.
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In this note we show that for a pinned half-sine arch under end couples snap-through buckling will occur unsymmetrically if the initial height of the shallow arch is greater than $6.5466 r$, where $r$ is the radius of gyration of the cross section. The closed-form expression for the critical couple can be obtained analytically. [DOI: 10.1115/1.1827244]

## 1 Introduction

The prediction of snap-through buckling of a shallow arch is a classical problem in applied mechanics. Fung and Kaplan [1] derived the exact critical loads for a pinned half-sine arch under sinusoidal loading. For other load distributions such as uniform pressure and a concentrated force at the midpoint, the critical loads can be obtained by summing a few terms of a rapidly converging Fourier series. For a complete review of the previous works of arch stability, the readers are referred to the two books by Simitses [2,3]. In all these previous works, the external loads causing snap-through buckling are lateral forces. In this note we consider the case when the sinusoidal arch is under couples at both ends.

## 2 Equilibrium Equation

We consider a pinned shallow arch with equal and opposite moments $M^{*}$ applied to the two ends. This model finds applica-

[^17]tion in an electromechanical switching device with a curved beam coated with piezoelectric films on the top and bottom surfaces. The end moment is proportional to the actuating voltage. The equilibrium equation of the loaded arch can be written as
\[

$$
\begin{equation*}
E I\left(y-y_{0}\right)_{, x x x x}-p^{*} y_{, x x}+M^{*}\left[-\delta^{\prime}(x)+\delta^{\prime}(x-L)\right]=0 \tag{1}
\end{equation*}
$$

\]

$p^{*}$ is the axial force

$$
\begin{equation*}
p^{*}=\frac{A E}{2 L} \int_{0}^{L}\left(y_{, x}^{2}-y_{0, x}^{2}\right) d x \tag{2}
\end{equation*}
$$

$E, A$, and $I$ are Young's modulus, area, and moment of inertia of the cross section. $L$ is the distance between the two pinned ends. $\delta^{\prime}$ is the derivative of the Dirac delta function with respect to $x$. $y_{0}(x)$ is the initial shape of the arch. Equations (1) and (2) can be nondimensionalized to the forms

$$
\begin{gather*}
\left(u-u_{0}\right)_{, \xi \xi \xi \xi}-p u_{, \xi \xi}+\frac{\pi}{4} M\left[-\delta^{\prime}(\xi)+\delta^{\prime}(\xi-\pi)\right]=0  \tag{3}\\
p=\frac{1}{2 \pi} \int_{0}^{\pi}\left(u_{, \xi}^{2}-u_{0, \xi}^{2}\right) d \xi \tag{4}
\end{gather*}
$$

where

$$
\begin{equation*}
u=\frac{y}{r}, \quad u_{0}=\frac{y_{0}}{r}, \quad \xi=\frac{\pi x}{L}, \quad p=\frac{p^{*} L^{2}}{\pi^{2} E I}, \quad M=\frac{4 M^{*} L^{2}}{\pi^{5} E I r} \tag{5}
\end{equation*}
$$

$r$ is the radius of gyration of the cross section. The initial shape of the arch is assumed to be in the form

$$
\begin{equation*}
u_{0}(\xi)=h \sin \xi \tag{6}
\end{equation*}
$$

It is assumed that the shape of the deformed arch can be expanded as

$$
\begin{equation*}
u(\xi)=\sum_{n=1}^{\infty} \alpha_{n} \sin n \xi \tag{7}
\end{equation*}
$$

After expanding the derivative of the Dirac delta function $\delta^{\prime}$ as a Fourier sine series and substituting Eqs. (6) and (7) into Eqs. (3) and (4) we obtain the equations for $\alpha_{n}$

$$
\begin{equation*}
n^{4} \alpha_{n}+n^{2} p \alpha_{n}+q_{n}=0, \quad n=1,2,3, \ldots \tag{8}
\end{equation*}
$$

where

$$
\begin{gather*}
p=\frac{1}{4} \sum_{k=1}^{\infty} k^{2} \alpha_{k}^{2}-\frac{h^{2}}{4},  \tag{9}\\
q_{1}=M-h \tag{10}
\end{gather*}
$$

$$
\begin{gather*}
q_{n}=0, \quad n=2,4,6, \ldots,  \tag{11}\\
q_{n}=n M, \quad n=3,5,7, \ldots \tag{12}
\end{gather*}
$$

## 3 Equilibrium Configurations

Equation (8) represents a set of an infinite number of coupled nonlinear equations for an infinite number of coordinates $\alpha_{n}$. There are two types of solutions.
3.1 Symmetrical Solution. $\alpha_{2 i}=0$, where $i=1,2,3, \ldots$ The equations in Eq. (8) with even number of $n$ are satisfied automatically because of condition (11). The remaining coordinates $\alpha_{2 i+1}$ can be related to $\alpha_{1}$ by a simple deduction procedure from Eq. (8) as

$$
\begin{equation*}
\alpha_{2 i+1}=\frac{-\alpha_{1} q_{2 i+1}}{(2 i+1)^{2}\left[4 i(i+1) \alpha_{1}-q_{1}\right]}, \quad i=1,2,3, \ldots \tag{13}
\end{equation*}
$$

After substituting Eq. (13) into Eq. (9), and substituting the resulting $p$ into Eq. (8) for $n=1$, we obtain the following equation for $\alpha_{1}$

$$
\begin{equation*}
f_{1}\left(\alpha_{1}\right)+\sum_{i=1}^{\infty}\left\{\frac{q_{2 i+1}^{2} \alpha_{1}^{3}}{4(2 i+1)^{2}\left[4 i(i+1) \alpha_{1}-q_{1}\right]^{2}}\right\}=0 \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{1}\left(\alpha_{1}\right)=\alpha_{1}+\frac{\alpha_{1}}{4}\left(\alpha_{1}^{2}-h^{2}\right)+q_{1} \tag{15}
\end{equation*}
$$

In the special case when $M=0$, the three solutions of Eq. (14) are denoted by $P_{0}, P_{1}^{+}$, and $P_{1}^{-}$[4], respectively. $P_{0}$ represents the original shape, Eq. (6). $P_{1}^{-}$is another stable configuration on the other side. $P_{1}^{+}$is an unstable position between $P_{0}$ and $P_{1}^{-}$.
3.2 Unsymmetrical Solution. $\alpha_{2 j} \neq 0$ for some $j$, and all other $\alpha_{2 i}=0, i=1,2,3, \ldots, i \neq j$. This type of solution involves odd number of $n$ in Eq. (7), plus one additional harmonic with $n=2 j$. For this type of solution we can solve for $p$ from the $2 j$ th equation of Eq. (8) as

$$
\begin{equation*}
p=-4 j^{2} \tag{16}
\end{equation*}
$$

After substituting Eq. (16) into the ( $2 i+1$ )-th equation in Eq. (8) we can solve for $\alpha_{2 i+1}$ exactly as

$$
\begin{equation*}
\alpha_{2 i+1}=\frac{q_{2 i+1}}{(2 i+1)^{2}\left[4 j^{2}-(2 i+1)^{2}\right]} \quad i=0,1,2, \ldots \tag{17}
\end{equation*}
$$

After substituting Eqs. (16) and (17) into Eq. (9) we can solve for $\alpha_{2 j}$ as

$$
\begin{equation*}
\alpha_{2 j}= \pm \frac{1}{2 j} \sqrt{h^{2}-16 j^{2}-\frac{q_{1}^{2}}{\left(4 j^{2}-1\right)^{2}}-\sum_{i=1}^{\infty} \frac{q_{2 i+1}^{2}}{(2 i+1)^{2}\left[4 j^{2}-(2 i+1)^{2}\right]^{2}}} \tag{18}
\end{equation*}
$$

This pair of solutions are denoted as $P_{1(2 j)}^{ \pm}$.

## 4 Snap-Through Buckling

By inspecting Eq. (14) for the root locus of $\alpha_{1}$ we can show that for smaller $h$ the root $\alpha_{1}$ corresponding to $P_{0}$ will merge with $\alpha_{1}\left(P_{1}^{+}\right)$as $M$ increases from zero. For larger $h$, on the other hand, $\alpha_{1}\left(P_{0}\right)$ will merge with $\alpha_{1}\left(P_{12}^{ \pm}\right)$instead, which is known explicitly from Eq. (17) as

$$
\begin{equation*}
\alpha_{1}\left(P_{12}^{ \pm}\right)=\frac{q_{1}}{3} \tag{19}
\end{equation*}
$$

There then exists a special $h$, denoted by $\bar{h}$, at which $\alpha_{1}\left(P_{0}\right)$ will merge with both $\alpha_{1}\left(P_{1}^{+}\right)$and $\alpha_{1}\left(P_{12}^{ \pm}\right)$simultaneously. This situation occurs when Eq. (14) admits a double root, which requires the derivative of Eq. (14) with respect to $\alpha_{1}$ to vanish

$$
\begin{gather*}
4 \frac{d f_{1}}{d \alpha_{1}}+\sum_{i=1}^{\infty}\left\{\frac{q_{n}^{2} \alpha_{1}^{2}}{(2 i+1)^{2}\left[4 i(i+1) \alpha_{1}-q_{1}\right]^{2}}[3\right. \\
\left.\left.-\frac{8 i(i+1) \alpha_{1}}{4 i(i+1) \alpha_{1}-q_{1}}\right]\right\}=0 \tag{20}
\end{gather*}
$$

Therefore, if $h$ is smaller than $\bar{h}$, the arch will snap symmetrically. On the other hand, if $h$ is greater than $\bar{h}$, the arch will snap unsymmetrically. This note intends to present the exact critical moment for the latter case. After replacing $\alpha_{1}$ in Eqs. (14) and (20) by $q_{1} / 3$, both equations can be rearranged further into the forms

$$
\begin{align*}
& \left(1+9 \kappa_{1}\right) M^{2}-2 h M+144-8 h^{2}=0  \tag{21}\\
& \left(1+3 \kappa_{2}\right) M^{2}-2 h M+12-2 h^{2}=0 \tag{22}
\end{align*}
$$

where

$$
\begin{align*}
& \kappa_{1}=\sum_{i=1}^{\infty} \frac{1}{(2 i-1)^{2}(2 i+3)^{2}}=\frac{9 \pi^{2}-64}{576}  \tag{23}\\
& \kappa_{2}=\sum_{i=1}^{\infty} \frac{1}{(2 i-1)^{3}(2 i+3)^{3}}=\frac{51 \pi^{2}-512}{1536} \tag{24}
\end{align*}
$$

After eliminating $M$ from Eqs. (21) and (22) we can solve for this special $h$ as $\bar{h}=6.5466$.

For the easy use in practical design procedure, we may summarize the conclusion in terms of physical parameters as follows. If the initial height $h^{*}$ at the midpoint of the sinusoidal arch under end couples is greater than $6.5466 r$, the shallow arch will snap unsymmetrically, and the critical couples can be found exactly as

$$
\begin{equation*}
M_{\mathrm{cr}}^{* \pm}=\frac{\pi^{3} E I}{9 L^{2}}\left[16 h^{*} \pm 2 \sqrt{\left(64+72 \pi^{2}\right) h^{* 2}-1296 r^{2} \pi^{2}}\right] \tag{25}
\end{equation*}
$$

$M_{\text {cr }}^{*+}$ corresponds to the critical couple which will snap the arch from position $P_{0}$ to $P_{1}^{-}$. On the other hand, $M_{\mathrm{cr}}^{*-}$, which is always negative, corresponds to the critical couple which will allow the arch to snap back from position $P_{1}^{-}$to $P_{0}$.
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#### Abstract

This note presents an experimental analysis and a numerical simulation of the mechanical behavior experienced by cylindrical specimens of pure copper during the tensile test. A set of experiments has been carried out in order to derive the hardening parameters that characterize the material response. The simulation of the deformation process during the whole test is performed with a finite element large strain elastoplasticity-based formulation. The results of the simulation show that the mechanical characterization involving the classical Bridgman correction factor, defined in terms of logarithmic strains and aimed at predicting the stress distribution at the necking zone, cannot properly describe the hardening response for this material. Therefore, the use of a different correction factor, which consequently leads to another set of hardening parameters, is proposed. Finally, an adequate experimental validation of the numerical results is obtained for this last case. [DOI: 10.1115/1.1827243]


## 1 Introduction

The diffuse necking process of cylindrical samples used in the tensile test has been extensively studied (see, e.g., Refs. [1-3]). In particular, Bridgman [1] derived, based on some geometric considerations of the deformation pattern, analytical expressions for the stress distribution at the neck written in terms of the true (logarithmic) strain in this zone. Thus, this procedure allowed an adequate experimental derivation of the parameters involved in the hardening response. However, such relationships are only valid for certain materials (e.g., low carbon steels, some aluminum alloys, etc.) for which the maximum deformation $\varepsilon_{p}^{*}$ related to a uniform strain and stress distributions along the specimen (i.e., just before the necking development) is around 0.10 . Therefore, the applicability of this methodology to any material is rather limited.

On the other hand, several finite element large strain formulations usually defined within the plasticity framework have been developed and applied to the analysis of this test (see, e.g., Refs. [4-10], and references therein). Furthermore, some of such formulations have been validated with given experimental data considering cylindrical specimens of different materials. Nevertheless, Bridgman's assumptions have been only confirmed for materials presenting $\varepsilon_{p}^{*} \approx 0.10$.

The aim of this note is to analyze the Bridgman procedure to characterize the mechanical behavior, specifically the hardening response, of materials in the tensile test. To this end, an experi-

[^18]mental analysis and a numerical simulation of the deformation process experienced by cylindrical specimens of pure copper is presented. This material has been intentionally chosen since the straightforward application of the earlier mentioned analytical expressions [1] to predict the stress distribution at the neck is not adequate because, as shown below, $\varepsilon_{p}^{*}$ (which is a material characteristic parameter) is approximately 0.05 for this case. The experimental procedure undertaken to characterize some specific features of the material response is briefly described in Sec. 2 where details on the derivation of the parameters involved in the assumed potential plastic hardening law are also given. The numerical simulation of the tensile test is performed in Sec. 3. A full description of the large strain isotropic elastoplasticity-based formulation together with the corresponding finite element model used in the analysis can be found in Refs. [9,10]. First, the simulation is carried out with the hardening parameters derived from the experiments by applying the classical Bridgman stress correction factor. The respective numerical results show an inaccurate description of the hardening response for this material. Therefore, the use of an alternative correction factor, which consequently leads to another set of hardening parameters, is proposed. Then, the results obtained with these last parameters are found to adequately agree with the experimental measurements. Aside from the engineering stress-strain curve, different results at the section undergoing extreme necking are specifically analyzed: ratio of current to initial diameter in terms of the elongation and both load and mean true axial stress versus logarithmic strain.

## 2 Experimental Characterization

The experimental procedure adopted in this work to characterize the mechanical behavior of a material consisted of the following steps $[9,10]$.
(1) Selection of the material and the specimen to be tested according to the American Society for Testing and Materials (ASTM) standards [11]. Cylindrical specimens of pure copper with a nominal diameter of 9 mm have been chosen considering an initial extensometer length of 50 mm .
(2) Chemical characterization to check an adequate composition according to the selected material. This routine task is carried out by means of an optical spectrometer.
(3) Mechanical tensile test. Engineering stress-strain curves have been obtained with five specimens considering a load cell speed of $2.5 \mathrm{~mm} / \mathrm{min}$ (value within the range specified by the ASTM standards [11]). Only average experimental values will be shown below due to the good repeatability achieved in the measurements. As usual, the engineering stress is defined as $P / A_{0}$, where $P$ is the axial load and $A_{0}$ is the initial transversal area while the engineering strain or elongation is computed as ( $L$ $\left.-L_{0}\right) / L_{0}$, with $L$ and $L_{0}$ being the current and initial extensometer lengths, respectively.
(4) Characterization of the plastic behavior. At high levels of elongation, the stress and strain distributions are no longer uniform along the specimen due to the necking formation that takes place in the samples. Therefore, the engineering stress-strain curve cannot provide a proper description of the physical phenomena involved in the test. Following the procedure proposed by Bridgman [1], the mechanical response can be adequately described by a different stress-strain curve defined in terms of the mean equivalent stress $\bar{\sigma}_{\text {eq }}$ versus an equivalent deformation $\varepsilon_{\text {eq }}$ (composed of an elastic and plastic contributions) respectively given by $\bar{\sigma}_{\text {eq }}=f_{B} P / A$ and $\varepsilon_{\text {eq }}=\bar{\sigma}_{\text {eq }} / E+\varepsilon_{p}$, where $f_{B}\left(\varepsilon_{p}\right) \leqslant 1$ is an assumed known correction factor applied to the mean true axial stress $P / A, A$ is the current transversal area at the necking zone, $E$ is the Young's modulus, $\varepsilon_{p}=\ln \left(A_{0} / A\right)=-2 \ln \left(D / D_{0}\right)$ is the true (logarithmic) deformation and $D$ is the current diameter (as can be seen, $D$ is the additional variable to be measured). Taking into account the correction factors shown in Fig. 1(a), two different experimental $\bar{\sigma}_{\text {eq }}-\varepsilon_{\text {eq }}$ relationships, respectively, plotted in Figs. $1(b)$ and $1(c)$, have been obtained from four specimens. It should


Fig. 1 Analysis of a copper cylindrical tension specimen. (a) Correction factor versus true deformation. Mean equivalent stress versus equivalent deformation obtained with $(b) f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$ and (c) $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$.
be noted that $f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$ is the classical Bridgman expression while $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$ is a proposed function specifically derived for pure copper through the experimental-numerical methodology detailed in Ref. [10] (in both cases, $f_{B}=1$ for $0 \leqslant \varepsilon_{p} \leqslant \varepsilon_{p}^{*}$ and $f_{B}$ $<1$ for $\varepsilon_{p}>\varepsilon_{p}^{*}$ ). Accordingly, two potential correlations of the type $\bar{\sigma}_{\text {eq }}=A^{p} \varepsilon_{\text {eq }}^{n^{p}}$ (as usual [1-10], this potential expression is assumed to govern the plastic isotropic hardening behavior of the material with $A^{p}$ and $n^{p}$ being hardening material parameters) have been derived from these data via a standard least-squares technique. They are, respectively, presented in Figs. 1(b) and 1(c) where, as can be seen, two different sets of hardening parameters have been obtained $\left[A^{p}=393.5 \mathrm{MPa} ; n^{p}=0.102\right.$ for $f_{B}\left(\varepsilon_{p}^{*}\right.$ $=0.10)$ and $A^{p}=366.1 \mathrm{MPa} ; n^{p}=0.054$ for $\left.f_{B}\left(\varepsilon_{p}^{*}=0.05\right)\right]$. The numerical responses computed with these properties are compared and discussed in Sec. 3.

## 3 Numerical Simulation and Experimental Validation

The main objective of the present analysis is to assess the numerical predictions corresponding to the two sets of hardening properties derived in the mechanical characterization described earlier for pure copper tensile cylindrical specimens and, additionally, to compare these responses with the respective experimental measurements. The other material properties considered in the computations are: Young's modulus $115,000 \mathrm{MPa}$, Poisson's ratio 0.34 and yield strength 188 MPa . Moreover, details about the spatial discretization used can be found in Refs. [9,10].

Figure 2 shows the engineering stress-strain relationship and some results at the section undergoing extreme necking: the diameter relation versus the elongation in the necking zone and, in
addition, the load and mean true axial stress both against the logarithmic deformation. Experimental values as well as numerical results corresponding to the hardening parameters derived with $f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$ and $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$ are all plotted together for comparison. In what follows, these two numerical solutions will be simply identified with the symbols $f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$ and $f_{B}\left(\varepsilon_{p}^{*}\right.$ $=0.05$ ), respectively.
In sharp contrast with the numerical predictions of $f_{B}\left(\varepsilon_{p}^{*}\right.$ $=0.10$ ), an overall good agreement between the simulation obtained with $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$ and the experimental values can be observed. This is particularly apparent at high levels of elongation. Specifically, the engineering stress [Fig. 2(a)] and the diameter ratio [Fig. $2(b)$ ] predicted by $f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$ are both unrealistically overestimated in the engineering strain range where the neck formation occurs. Although both simulations have been computed up to the same final (fracture) elongation of $13.2 \%$, note that the corresponding logarithmic strains at this stage are completely different [see Figs. 2(c) and 2(d)]: 0.67 for $f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$ and 0.92 for $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$.

The experimentally measured load decreases from an elongation of $1.23 \%$ or, equivalently, from a logarithmic deformation $\varepsilon_{p}$ of 0.045 onwards. The corresponding deformations provided by the two simulations are $5.12 \%$ and 0.058 for $f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$ and $4.16 \%$ and 0.048 for $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$. However, the mean true axial stress continues increasing until the fracture stage where a large amount of plastic hardening can be appreciated. This indicates that a geometrical instability occurs (instead of a constitutive instability) since, as it is well known, the effect on the stress caused by the reduction of the transversal area at the necking zone pre-


Fig. 2 Analysis of a copper cylindrical tension specimen. (a) Engineering stress-strain relationship. Results at the section undergoing extreme necking: (b) ratio of current to initial diameter versus axial elongation, (c) load versus true deformation, and (d) mean true axial stress vs true deformation.
dominates over the material hardening. Once the maximum load is reached, the regions of the specimen outside the necking zone begin to elastically unload.

The numerical predictions for the ratio of current to initial diameter in terms of the elongation start with a linear relationship, reflecting uniform distributions of stresses and strains, which presents an approximate slope of 0.5 due to the incompressibility nature of the plastic flow. This situation is kept up to elongations of $5.0 \%$ for $f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$ and $4 \%$ for $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$ that correspond, as mentioned earlier, to the respective points of maximum load. Afterwards, a sudden reduction of the diameter takes place causing the necking formation and, hence, nonhomogeneous stress and strain distributions along the specimen. As can be seen, the numerical results obtained with $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$ fit the experimental ones reasonably well during the whole test even with the inherent difficulty associated with the measurement of the diameter at the neck.

The experimental value of the logarithmic deformation corresponding to the maximum load is very close to the exponent $n^{p}$ for the correlation obtained with $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$. Moreover, note that the well-known condition stated by the simplified relationship $n^{p}=\varepsilon_{p}^{*}[2,3]$ is nearly fulfilled in this case. This fact explains the satisfactory experimental validation of the numerical results corresponding to the hardening parameters experimentally derived through the application of the correction factor $f_{B}\left(\varepsilon_{p}^{*}=0.05\right)$. Larger values of $n^{p}$, like that obtained via $f_{B}\left(\varepsilon_{p}^{*}=0.10\right)$, lead to a unrealistic response for this specific material.

## 4 Conclusions

An experimental characterization and a numerical simulation of the mechanical behavior occurring in pure copper cylindrical specimens during the standard tensile test have been presented. The study has focused on the analysis of the Bridgman procedure aimed at deriving the material hardening parameters via the application of a stress correction factor that accounts for the nonhomogeneous stress and strain distributions along the specimen once the neck forms. It has been shown that the classical correction factor has led to a unrealistic material response. Therefore, the use of an alternative correction factor, obtained through a previously reported experimental-numerical methodology, has been proposed in order to derive another set of hardening parameters. The results provided by the simulation for this last case are consistent with the experimental data. However, it remains to be seen in further research if this alternative correction factor is applicable to other materials exhibiting $\varepsilon_{p}^{*} \approx 0.05$ in the tensile test.
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